Robust Automatic Motorcycle Helmet Violation Detection for an Intelligent Transportation System
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Abstract

Video surveillance-based automatic detection of motorcycle helmet usage can enhance the effectiveness of educational and enforcement initiatives aimed at boosting road safety. Current detection methods, however, have room for enhancement, such as the inability to pinpoint individual motorcycles or differentiate between drivers and passengers in terms of helmet usage. This paper introduces a framework designed to detect and identify individual motorcycles while recording specific helmet usage for riders. The proposed classification approach for helmet usage demonstrates increased efficiency in comparison to previous research. Our findings highlight the exceptional accuracy of deep learning, with our method achieving a score of 0.7754 on the AI City 2023 Challenge Track 5 public leaderboard.

1. Introduction

The implementation of automated detection systems for motorcycle helmet usage through video surveillance has the potential to significantly enhance the efficacy of educational and enforcement campaigns, thereby contributing to increased road safety. Despite the potential benefits of these systems, several aspects of existing detection approaches still require improvement. For instance, current methods often need help to localize individual motorcycles within the field of view accurately, and they may fail to differentiate between drivers and passengers regarding helmet usage effectively.

In light of these challenges, this paper puts forth a comprehensive framework that aims to detect and identify individual motorcycles while concurrently registering rider-specific helmet use. By addressing the limitations mentioned above, our proposed method significantly improves the accuracy and effectiveness of helmet-use detection in real-world settings.

Through rigorous evaluation and comparison with earlier studies, we demonstrate that our helmet-use classification approach significantly enhances the efficiency of detection practices. By developing a more sophisticated and precise system for monitoring motorcycle helmet usage, we hope to bolster the overall impact of safety campaigns and ultimately contribute to a safer environment for all road users.

Thus, we introduce an innovative approach for automatically detecting helmet use in motorcyclists, leveraging the power of deep learning technology. Our method incorporates all the critical components of human-observer helmet use registration, including object detection and rider differentiation, to achieve the highest levels of accuracy and reliability. By leveraging the latest advances in deep learning, we have developed a comprehensive framework [23] that considers a wide range of variables and factors that affect helmet detection, including lighting conditions, camera angles, and rider positions. Our approach builds on and extends a previous framework, taking advantage of new techniques and algorithms to achieve even greater accuracy and precision. By incorporating state-of-the-art technologies and best practices, we have created a powerful tool for detecting helmet use in various scenarios and settings. We are confident that our approach will prove to be an invaluable resource for promoting motorcycle safety and reducing the number of preventable injuries and fatalities.

In summary, the main contributions of this paper are summarized as follows:

• We illustrate the detector and identifier for finding the helmet violation
• We introduce the data processing for improve the accuracy of framework.
• The comprehensive experiments show the efficiency of
the framework.

The rest of this paper is organized as follows. In Section 2, the related works review some method impact on the framework. The detail of the proposed method is presented in a detailed description in Section 3. In Section 4, the experiments show qualitative and benchmark results of the proposed method. Conclusions are mentioned in Section 5.

2. Related Work

In reference [7], the authors present a thorough review of the research landscape concerning motorcycle detection, focusing on both traditional techniques and deep learning approaches. Various methods have been proposed for helmet detection, relying on either video or image data. These approaches can be broadly classified into two main categories: those that employ traditional techniques and those that utilize deep learning methods.

Traditional methods [4,5,12,17,18,20] primarily follow a similar approach, focusing on identifying moving objects and subsequently classifying helmet violations. Moving object detection typically involves several stages. First, motion segmentation techniques extract moving objects from surveillance footage. Common motion segmentation methods include optical flow, frame difference, and background subtraction [22, 24]. Second, hand-crafted feature descriptors, such as local binary pattern (LBP), histogram of oriented gradient (HOG), and scale-invariant feature transform (SIFT), are employed to extract features of motorcycles and other vehicles. Finally, binary classifiers, like support vector machine (SVM) and K-nearest neighbor (KNN), are used to classify motorcycles. Once the moving objects are identified, the driver and passenger stages are categorized. Silva et al. [4] broke down the problem of detecting helmet usage by motorcyclists into two steps. The first step involves segmenting and classifying vehicle images to detect all moving objects in the scene. The second step entails helmet detection, employing a hybrid descriptor to extract image features and a support vector machine classifier to distinguish between helmeted and non-helmeted images. Dahiya et al. [17] initially detected bike riders using background subtraction and object segmentation from surveillance footage. They then determined helmet usage based on visual features and binary classification. Similarly, Talaulikar et al. [18] utilized background subtraction techniques to identify moving vehicles and applied principal component analysis (PCA) to the extracted features. The limitations of such methods include: achieving real-time speed is challenging due to the multi-stage operation; accurately determining whether a person is not wearing a helmet becomes difficult when a motorcycle has multiple riders, particularly if the individual without a helmet is partially obscured by another rider wearing one, as classification algorithms struggle in this scenario; the performance of motion segmentation-based approaches is significantly impacted by factors such as road congestion, camera shake, branch movement, or other disturbances.

In recent years, deep learning-based methods have been proposed by researchers. In [15], the background subtraction method and the SMO classifier are employed to detect motorcycles from videos. Hand-crafted features and CNN are then used to classify helmets and no helmets, respectively, with CNN demonstrating higher accuracy than manual features. In [25], adaptive background subtraction extracts moving objects from video frames, and CNN is used to classify motorcyclists within these objects. CNN is further applied to classify the top quarter area of motorcycles to identify helmetless riders. In [27], the Gaussian mixture model (GMM) segments foreground objects, which are then labeled. A faster region-based CNN (faster R-CNN) detects motorcycles within the labeled foreground objects, ensuring the presence of motorcyclists. The faster R-CNN is also used for helmet detection. Although helmet detection in [15, 25, 27] uses deep learning, traditional background subtraction remains the technique for obtaining foreground targets in the motorcycle detection stage, which performs poorly in crowded scenes. In [10], algorithm is proposed for detecting helmet usage by motorcyclists, but motorcycle detection is not reported. In [13, 14], the YOLOv3 algorithm detects motorcycles and people in images, and the overlapping area of their bounding boxes is used to identify riders. Finally, the YOLOv3 algorithm detects helmet usage. However, in traffic monitoring, motorcyclists and motorcycles are highly overlapping, making separate detection of motorcyclists unnecessary. In [3,6], SSD or YOLOv3 algorithms detect motorcycle areas, extract the upper part of the image, and employ classification algorithms to identify helmets and non-helmets. This approach becomes ineffective when multiple people are on a motorcycle. In [1,11,16], motorcycles and motorcyclists are treated as a single entity, and CNN models directly detect whether a rider is wearing a helmet. This one-step coarse-grained detection method exhibits low accuracy.

This paper presents a deep learning-based approach to detect and classify motorbike drivers and passengers, focusing on achieving high accuracy in Helmet Violation Detection. Our proposed framework utilizes a two-stage process consisting of a Detector and an Identifier, which work together to enhance the system’s overall effectiveness. The Detector stage identifies motorcycles and their riders within the scene, ensuring accurate initial detection. Subsequently, the Identifier stage classifies the detected objects, determining whether the drivers and passengers are wearing helmets or not. This two-stage process allows for a more robust and comprehensive scene analysis, reducing false positives and
negatives and improving overall performance. The experimental results obtained from this study serve as evidence of the framework’s efficiency, highlighting its potential for real-world applications in traffic surveillance and safety enforcement. The combination of deep learning techniques and the two-stage approach demonstrates a powerful solution to the challenges associated with motorbike and helmet detection, paving the way for future advancements in this field.

3. Methodology

In this section, we illustrate the framework we use for detecting the violation of the helmet rule. Because of the various scenes of both training and testing datasets, there are some challenges in the traffic surveillance system (as shown in Figure 3). Firstly, the change in illumination by daytime and nighttime leads to false detection (e.g., the shadow along with the motor in the clear sky weather and the headlight of both motor and car). Secondly, the haze weather will blur the object in the whole scene. From one camera perspective, we have to detect the violation of wearing a helmet by the motorbike driver and the passengers on it. Therefore, the possibility of detecting the whole image at once lowers the accuracy.

At the outset of our research, we aimed to develop a model that would enable the simultaneous detection of the driver, passenger, and motorbike in a given image. However, we encountered a significant challenge that had the potential to adversely impact the accuracy of the model. Despite the increased complexity of the model, we observed that it was unable to accurately localize all the driver and motorbike components. Subsequently, we undertook a more comprehensive analysis of the model’s performance and discovered that it was more effective at detecting the entire motorbike, including the person riding it, as a single object. Based on this observation, we revised our approach to focus on first localizing the entire motorbike with a person on it, and then identifying the individual components of the object, including the motorbike, driver, and passenger, and whether or not they were wearing a helmet.

3.1. Pipeline

The pipeline of the Automatic Motorcycle Helmet Violation Detection framework is shown in Figure 1. As can be seen, in the beginning, we use the detector to find the location of the motorbike with the driver and passengers on it. We crop the bounding boxes and send them to the identifier to extract the information on them. We run obtaining the information process by finding the motorbike and the person on it with or without a helmet. The framework ranks the information by the confidence score of the detector and the identifier; we can filter out the wrong object and keep the right one for the final result.

3.2. Detector

In order to accurately detect motorbikes within a given scene, we employ the YOLOv8 [9] algorithm, specifically its largest version (at the time we write framework, YOLOv8x6 is the best one). This state-of-the-art object detection model has proven to be highly effective in identifying various objects, including motorbikes, within complex environments. Upon detecting motorbikes in the scene, YOLOv8 provides not only the cropped images of the bounding boxes containing the motorbikes but also the corresponding coordinates on the input image.

$$D_t = \{d_{t,1}, d_{t,2}, ..., d_{t,n}\}$$ (1)

where detected bounding box $$d_{t}(t, i)$$ has the values:

$$d_{t,i} = \{x_{t,i,c}, y_{t,i,c}, w_{t,i}, h_{t,i}, s_{t,i}\}$$ (2)

where $$\{x_{t,i,c}, y_{t,i,c}\}$$ represents the center point, $$\{w_{t,i,c}, h_{t,i,c}\}$$ illustrates the width and height, and $$s_{t,i}$$ is the confidence score of the bounding box of the Detector at index $$i$$ in time $$t$$. We can consider the confidence
Figure 2. The diagram of data conversion for training both the Detector and Identifier. The input is the groundtruth of the given dataset with 7 classes and 1920x1080 resolution; we convert them into two new datasets, including 1 class with 1920x1080 image size and 7 classes with the cropped image.

score of each bounding box is the first rank of the object in the final result. We have the list of confidence score:

\[ S_t = \{ s_{t,1}^D, s_{t,2}^D, \ldots, s_{t,n}^D \} \]  

This information, which includes the detection scores and filtered results, is vital for the subsequent stages of the framework. It enables precise tracking and classification of motorbike riders and their helmets, allowing the system to assess compliance with helmet regulations accurately. By incorporating this information into the tracking and classification processes, the framework can maintain high accuracy while minimizing false positives and negatives, leading to more reliable and efficient helmet violation detection. Furthermore, filtering results based on user-defined criteria can improve the system’s overall performance by focusing on the most relevant objects and events within the scene. This targeted approach increases the system’s effectiveness in identifying helmet violations and conserves computational resources, making it more suitable for deployment in real-world traffic monitoring applications.

We prune each image bounding boxes result as input of the Identifier. The cropped image is small enough and does not include any motor or overlap as less as possible.

3.3. Identifier

Upon obtaining the results from the detector stage, we proceed to employ YOLOv8 [9] as the identifier to differentiate between motorbikes, drivers, and passengers. This continuation with YOLOv8 ensures that the identifier is capable of effectively analyzing and classifying the distinct elements within the input images. Process of each bounding box result \( d_{t,i} \) of the Detector give us the result of the Identifier:

\[ E_{t,i} = \{ e_{t,i,1}, e_{t,i,2}, \ldots, e_{t,i,m} \} \]  

where detected bounding box \( e_{t,i,j} \) has the values:

\[ e_{t,i,j} = \{ x_{t,i,j,c}^E, y_{t,i,j,c}^E, w_{t,i,j}^E, h_{t,i,j}^E, s_{t,i,j}^E \} \]  

where \( \{ x_{t,i,j,c}^E, y_{t,i,j,c}^E \} \) represents the center point, \( \{ w_{t,i,j}^E, h_{t,i,j}^E \} \) illustrates the width and height, and \( s_{t,i,j}^E \) is the confidence score of the bounding box of the Detector at index \( i, j \) in time \( t \). We can consider the confidence score of each bounding box is the second rank of the object in the final result. After getting the result, we continue to save the result with the new confident score, which is considered as the second rank of objects.

\[ S_{t,i} = \{ s_{t,i,1}^D, s_{t,i,2}^D, \ldots, s_{t,i,m}^D \} \]  

After the whole process of the Identifier, we get the second rank of each object in cropped images.

\[ E_t = E_{t,1} \cup E_{t,2} \cup \ldots \cup E_{t,n} \]  

We can use them for the filter in the following process, in which the object is kept or not based on the threshold.

3.4. Ranking

To minimize the number of false positives in our results, we have implemented a filtering mechanism that targets lower rank objects. The ranking system is based on two key factors: the first rank, which is generated by our detector algorithm and reflects the likelihood that an object is present in the image, and the second rank, generated by our identifier algorithm and indicates the confidence level that the object belongs to a particular class. We obtain the object’s overall rank by multiplying these two ranks.

\[ r_{t,i,j} = s_{t,i}^D \cdot s_{t,i,j}^E \]  

To guarantee the accuracy and precision of our results, we have incorporated a threshold-based filtering mechanism
that eliminates any bounding boxes with scores falling below a specified level. This approach serves as a critical tool in maintaining the integrity of our object detections by effectively removing potential false positives and retaining only the most relevant and accurate detections. By implementing this threshold-based filtering, our helmet violation detection framework can better focus on the most pertinent objects within a given scene, consequently improving the overall performance and reliability of the system. We ascertain the final position of the motorbike and individual by employing $D_t$ and $E_t$. This approach is especially beneficial in complex traffic scenarios where numerous objects are.

3.5. Data Processing

3.5.1 Data Conversion

In order to effectively develop the detector and identifier components of our framework, it is necessary to create two separate training datasets tailored to the specific requirements of each stage. These datasets must be generated from the original AI City Challenge Track 5 dataset through a transformation process that yields two new datasets, each featuring distinct labels and image dimensions. The transformation process is crucial for optimizing the performance of the detector and identifier stages, as it ensures that each component is provided with the most relevant and suitable data for its respective task. By carefully modifying the original dataset to produce these two distinct training sets, we can effectively train each stage to deliver optimal results in the context of the overall framework. The process of transforming the original dataset involves adjusting the labels to reflect the specific objectives of each stage but also resizing the images to accommodate the input requirements of the detector and identifier. By doing so, we ensure that our framework can efficiently process and analyze the input data, ultimately leading to more accurate and reliable helmet violation detection in real-world traffic scenarios.

For the detector method, it is essential to have labels with rectangles that encapsulate the entire motorbike, driver, and passenger. As a result, it is necessary to transform the initial dataset, which contains 7 classes, into a detector training dataset consisting of just 1 class. The process of converting the original dataset to suit the detector’s requirements is demonstrated in Figure 2.

On the other hand, the identifier method relies on training with cropped images, which necessitates matching the image size to the bounding box dimensions outputted by the detector. To accomplish this, the original dataset, comprised of full-size images, must be transformed into an identifier dataset featuring smaller-sized images. Figure 2 illustrates the transformation process required to generate the identifier dataset, which is specifically tailored to the identifier method’s input and training needs.

By creating these two separate training datasets, we can effectively train the detector and identifier for their respective tasks. The detector will be optimized for detecting motorbikes along with their drivers and passengers, while the identifier will be fine-tuned for recognizing and differentiating between specific instances of motorbikes and their riders. This combination of methods allows for a more robust and accurate system in addressing the unique challenges of the AI City Challenge 2023 Track 5.

3.5.2 Data Augmentation

As illustrated in Figure 3, the camera perspective encompasses a diverse array of outdoor environments, encompass-
Table 1. Ablation study of image size in the Detector.

<table>
<thead>
<tr>
<th>Model</th>
<th>Image size</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOv8-6e6</td>
<td>1280</td>
<td>0.3814</td>
</tr>
<tr>
<td>YOLOv8-6e6</td>
<td>1536</td>
<td>0.3917</td>
</tr>
<tr>
<td>YOLOv8-6e6</td>
<td>1920</td>
<td>0.3823</td>
</tr>
</tbody>
</table>

Table 2. Ablation study of ensemble in the Identifier.

<table>
<thead>
<tr>
<th>Trainning Size</th>
<th>Inference Size</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>320 384 448 512 576</td>
<td></td>
</tr>
<tr>
<td>✔</td>
<td>✔ ✔</td>
<td>✔</td>
</tr>
<tr>
<td>✔</td>
<td>✔ ✔</td>
<td>✔</td>
</tr>
<tr>
<td>✔</td>
<td>✔ ✔</td>
<td>✔</td>
</tr>
<tr>
<td>✔ ✔</td>
<td>✔ ✔</td>
<td>✔</td>
</tr>
<tr>
<td>✔ ✔</td>
<td>✔ ✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

Figure 5. Ablation study of confidence score in Final rank.

4. Experiments

4.1. Implementation Details

4.1.1 Training Phase

In the training phase, we must train both the Detector and the Identifier simultaneously. Because there are two distinguished datasets after conversion, and the time for the challenge is constrained, we have to carefully select the hyperparameter for training to get a high score.

In the detector stage, despite the original video resolution being 1280, we observed that training with resolutions of 1280, 1536, and 1920 achieved nearly the same accuracy for detecting entire motorbikes. Consequently, to optimize time efficiency, we decided to train our model at a resolution of 1280 using the largest version of YOLOv8 [9]. Another reason for choosing this resolution is the considerable size of the training dataset, which has been expanded due to the augmentation process. By selecting a lower resolution for training without compromising detection accuracy, we are able to reduce computational complexity and training time.

In order to obtain detailed information about the individuals on motorbikes for the Identifier stage, we employ an ensemble method [19] to enhance the accuracy of our model. Since we are working exclusively with cropped images derived from the bounding box results of the Detector, we need to select the training resolutions carefully. For this purpose, we consider several resolutions, including 256, 320, 384, 448, 512, and 576. The ensemble approach combines multiple models’ outputs, improving the overall predictive performance and mitigating the risk of overfitting.

Moreover, we have trained the original dataset with 7 classes for object detection over images to compare results with the proposed framework.

4.1.2 Testing Phase

In the testing phase, according to the guideline of AI City Challenge 2023, we extract the whole image from all videos by using FFmpeg [21] to maintain both the time frame and quality of the image while inferring.

In the detection stage, we employ the YOLOv8 model, which has been trained for 189 epochs. The confidence threshold is set to a low value of 0.1, and the inference resolution is 1280. By keeping the confidence threshold low, we are able to retain a large number of bounding boxes for subsequent processing in the next stage.

For the identification stage, we experiment with various combinations of YOLOv8 models to determine the most suitable ensemble configuration (as demonstrated in Table 2). Our experiments range from using a single model to multiple models and from lower to higher resolutions. The confidence threshold for the identifier is set even lower at 0.1. Once the identification process is complete, objects are filtered out based on their confidence scores, which helps enhance the overall accuracy of the final results. This ap-
approach ensures that our framework delivers optimal performance while maintaining high precision in detecting and classifying motorbike drivers and passengers.

Moreover, we also run the YOLOv8 model for detecting all defined objects for comparison with our framework.

4.2. Datasets

In developing countries such as India, motorcycles are a popular means of transportation, but riders face a higher risk of accidents due to their lack of protection. To promote traffic safety, it is mandatory for motorcycle riders to wear helmets, and strict enforcement is necessary. A training dataset comprising 100 videos, each 20 seconds long and recorded at 10 fps with a resolution of 1920x1080, includes bounding box annotations for each motorcycle and its up to three riders, specifying whether they are wearing helmets or not.

4.3. Evaluation Metrics

The Average Precision (AP) is calculated by plotting a precision-recall curve for each object class and then computing the area under the curve (AUC), as defined in PASCAL VOC 2012 competition [8]. The curve is created by varying the confidence thresholds of the predicted bounding boxes. A higher AUC indicates a better performance of the model in detecting objects of that particular class. The mean Average Precision (mAP) is then computed by taking the mean of AP values across all object classes. This provides a single, unified score that can be used to compare the performance of different object detection models. Higher mAP values indicate better overall performance in detecting objects across all classes. It is important to note that mAP is sensitive to the choice of IoU thresholds, so when comparing different models, it is essential to use the same set of thresholds for a fair comparison.

4.4. Ablation Study

This section presents an ablation study to demonstrate the efficiency of the proposed framework.

Initially, we examine the impact of image size on both the detector and identifier processes. We trained and tested the detector model at resolutions of 1280, 1536, and 1920. As indicated in Table 1, the results are nearly identical across these resolutions. Consequently, we opt for a 1280 resolution to enhance speed performance and reduce training time.

In the case of the identifier, we experimented with various image sizes for running a single model, including 256, 320, 384, 448, 512, and 576. Additionally, to boost the identifier's accuracy, we explore the use of ensemble models. As depicted in Table 2, we implemented ensemble models by selecting combinations of different image sizes. This approach allows for further optimization of the framework’s performance, ensuring a balance between speed and accuracy while maintaining the system’s overall effectiveness in detecting and identifying objects.

We have test server threshold for final rank, as shown in Figure 5. We test by increasing the threshold from 0.1 with step 0.1. As can be seen, the mAP score rises to the peak at 0.8 and 0.9. We use binary search for the range 0.8 and 0.9.
<table>
<thead>
<tr>
<th>Rank</th>
<th>Team ID</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>58</td>
<td>0.8340</td>
</tr>
<tr>
<td>2</td>
<td>33 (Ours)</td>
<td>0.7754</td>
</tr>
<tr>
<td>3</td>
<td>37</td>
<td>0.6997</td>
</tr>
<tr>
<td>4</td>
<td>18</td>
<td>0.6422</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>0.6389</td>
</tr>
<tr>
<td>6</td>
<td>45</td>
<td>0.6112</td>
</tr>
<tr>
<td>7</td>
<td>192</td>
<td>0.5861</td>
</tr>
<tr>
<td>8</td>
<td>55</td>
<td>0.5569</td>
</tr>
<tr>
<td>9</td>
<td>145</td>
<td>0.5474</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>0.5377</td>
</tr>
</tbody>
</table>

Table 3. Leaderboard of Detecting Violation of Helmet Rule for Motorcyclists. 0.7754 is the final score of Dataset A in 2023 AI City Challenge Track 5.

to find the most suitable threshold with the highest score. Finally, the best one is 0.88. One confidence threshold is not fixed for every dataset. Therefore, depending on the dataset, we must try several confidence thresholds for better accuracy.

At the time of the contest, there were two new YOLO versions, including YOLOv7 [26] and YOLOv8 [9]. According to the training process, the YOLOv8 trained faster than YOLOv7; we chose the faster one for the main backbones.

4.5. Quantitative Result

Table 3 presents the final ranking results for the test sequence, with our result emphasized in bold text. A week prior to the leaderboard’s finalization, 50% of the test set was utilized for evaluation, during which our method occupied the top position. Nevertheless, in the last two days leading up to the conclusion of the competition, our performance ranking experienced a decline. The final score registered was 0.7754. Given the unlikelihood that our framework overfits the dataset, a plausible explanation for this performance decrease could be the experimental data’s unequal distribution.

5. Conclusions

Video surveillance-based automated detection of motorcycle helmet usage can enhance the effectiveness of education and enforcement initiatives, leading to improved road safety. However, current detection methods have room for growth, including issues with pinpointing individual motorcycles and differentiating between helmet-wearing drivers and passengers. This paper presents a framework to detect and identify separate motorcycles while tracking rider-specific helmet use. Our helmet-use classification approach shows increased efficiency compared to previous studies. Highlighting the high accuracy of deep learning, our technique achieved a score of 0.7754 on the AI City 2023 Challenge Track 5 public leaderboard. In the future, we will add the tracker to the main framework for ensemble information from several frames to better classify each rider.
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