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Abstract

As computing ability continues to rapidly develop, neu-
ral networks have found widespread use in various fields.
However, in the realm of visible watermarking for image
copyright protection, neural networks have made image
protection through watermarking less effective. Some re-
search has even shown that watermarks can be removed
without damaging to the original image, posing a signif-
icant threat to digital copyright protection. In response,
the community has introduced adversarial perturbations for
watermark protection, but these are sample-specific and
time-consuming in real-world scenarios. To address this is-
sue, we propose a new universal adversarial perturbation
for watermark removal networks that offers two options.
The first option involves adding perturbations to the entire
host image, bringing the output of the watermark removal
network closer to the original image and providing protec-
tion. The second option involves adding perturbations only
to the watermark position, reducing the impact of the per-
turbation on the image and enhancing stealthiness. Our
experiments demonstrate that our method effectively resists
watermark removal networks and has good generalizability
across different images.

1. Introduction
The extensive proliferation of personal computers, the

internet, and multimedia technology has enabled the shar-
ing of digital data across the globe. However, the accessi-
bility and usability of image processing tools have made it
effortless to duplicate or modify digital data, raising con-
cerns about illegal replication and tampering [17]. Digi-
tal watermarking is a popular technique for protecting the
ownership and authenticity of digital images [2]. How-
ever, visible watermarks can be easily removed by some ad-
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Figure 1. We demonstrate the effectiveness of the Watermark Vac-
cine technique [22] in (a). Our proposed UWV and MUWV, il-
lustrated in (b) and (c), respectively, enable the use of a single
universal perturbation instead of multiple distinct watermarks.

vanced watermark-removal techniques [6, 16, 26]. Marcelo
Bertalmio et al. [1] proposed a new algorithm for digi-
tal inpainting of still images, which automatically fills in
damaged or unwanted regions with surrounding informa-
tion. Liang et al. [19] proposed a two-stage network ef-
fectively removes watermarks from images by addressing
incomplete detection and degraded texture quality issues.
With the rapid development of deep learning, blind visible
watermark-removal deep neural networks have been pro-
posed, allowing for the reconstruction of watermarked im-
ages without any prior information about the watermarks
[4,5,14]. These techniques enable individuals to use or dis-
tribute digital assets without permission or attribution, pos-
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ing a significant threat to digital copyright protection.
Due to the rapid development of advanced watermark-

removal technologies, traditional watermarking methods
have become increasingly vulnerable in protecting the
copyrights of image owners. Recently, Liu et al. [22] pro-
poses a defense mechanism by using adversarial machine
learning to prevent visible watermark removal. They opti-
mized an imperceptible adversarial perturbation on the host
images to proactively attack watermark-removal networks,
dubbed Watermark Vaccine and demonstrated its effective-
ness in preventing watermark removal. Their method, how-
ever, has limitations as it requires generating a specific per-
turbation for each image, which differs from the practical
scenarios encountered in reality. Inspired by recent ad-
vancements in Universal Adversarial Perturbation [21, 24,
30], which have shown the existence of a universal pertur-
bation vector capable of causing misclassification of natural
images by deep neural networks regardless of the specific
image, we extend this paradigm to the domain of water-
marking. Building upon the groundwork laid by Liu [22],
we propose a novel defense mechanism called Universal
Watermark Vaccine (UWV). It enables faster and more con-
venient generation of perturbations and improves universal-
ity compared to previous works, making it more applicable
to real-life scenarios.

In this paper, we propose two novel methodologies for
protecting digital images against watermark attacks. The
first approach, Universal Watermark Vaccine (UWV) with
the full image, uses neural network training to generate
adversarial perturbations across all host images, provid-
ing universal protection against watermark removal attacks.
The second approach, UWV with mask (MUWV), builds
on the first by incorporating watermark mask information
during training to reduce the extent of interference with the
host image’s information. Experimental evaluations show
the efficacy of both UWV and MUWV in mitigating water-
mark attacks while minimizing loss of image quality. These
methodologies have promising practical applications in dig-
ital image protection. Our key contributions are summa-
rized as follows:

• We introduce the concept of universal classification
networks into generative networks to address the short-
comings of previous methods in terms of generality.

• We present two methods for generating vaccines to
protest visible watermarks. The first involves adding
perturbations to the entire image, while the second
adds perturbations only to the watermark mask, leav-
ing the remaining regions free and perturbed.

• Our experiment results demonstrate that the proposed
UWV and MUWV exhibit strong generality and adapt-
ability, making them highly effective in preventing wa-

termark removal across a variety of watermark removal
networks.

2. Related Work
2.1. Watermark Vaccine

The Watermark Vaccine [22] is a proactive defense
mechanism that targets blind watermark-removal networks
used by adversaries [15] to remove watermarks from digital
images, akin to a traditional vaccine that prevents infection
before it occurs. It achieves this by adding an impercepti-
ble adversarial perturbation to the host images before their
release, which can take the form of two different types of
vaccines: the Disrupting Watermark Vaccine (DWV) that
ruins the host image and watermark after passing through
watermark-removal networks [23], and the Inerasable Wa-
termark Vaccine (IWV) that prevents watermark removal
while still being noticeable. Experimental results demon-
strate that the Watermark Vaccine is effective at prevent-
ing watermark removal, particularly on various watermark-
removal networks, and it offers a promising solution for
protecting digital images and maintaining their ownership
and copyright protection. These results highlight the poten-
tial of adversarial machine learning techniques for good and
their potential applications in cybersecurity.

2.2. Universal Adversarial Perturbation

Universal adversarial perturbations are a type of adver-
sarial perturbation et al. [20, 27, 31] that can be applied to
multiple different images without the need to generate a new
perturbation for each image. They were first proposed by
Moosavi-dezfooli et al. [24] in their paper for image clas-
sification tasks and have also been applied to semantic seg-
mentation tasks. The perturbations are usually larger than
those generated for individual images. Universal perturba-
tions can be used to protect digital copyrights by making
it difficult for watermark removal networks to accomplish
their original task. Hendrik et al. [12] also proposed an at-
tack against semantic image segmentation. They use uni-
form adversarial perturbations that can produce a desired
target segmentation as an output. Xie et al. [29] proposed a
systematic algorithm for generating adversarial samples for
object detection and segmentation tasks in their paper.

2.3. Visible Watermark Removal

Visible watermark removal techniques have been devel-
oped to evaluate and enhance the resilience of visible wa-
termarks. Previous methods [13, 25] required user interac-
tion to remove watermarks, necessitating the identification
of the watermark location and subsequent recovery of the
area. Others [8, 9, 32] made strong assumptions about the
watermark, limiting their applicability in real-world sce-
narios. Deep learning has emerged as a powerful tool in
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Figure 2. The overview figure depicts the generation (on the first row) and application (on the second row) of our proposed UWV and
MUWV. We propose to minimize the loss to generate UWV and MUWV, as shown in the first row. Next, we apply UWV/MUWV to the
host images to generate ‘protected host images’. When UWV/MUWV is added to those protected host images, they become difficult to
remove by a watermark removal network.

computer vision [10,11,28], with researchers exploring two
popular strategies for formulating an end-to-end solution to
the watermark removal problem. One approach is to treat
the task as an image-to-image translation problem [3, 18],
while the other involves a two-stage process: first, a mask is
used to locate the watermark, and then a network is trained
to remove the watermark by restoring the background in the
affected area [5, 7, 19, 23]. Experimental results suggest
that the latter approach may be more effective in removing
watermarks. Thus, the focus of this paper is on preventing
the use of these types of networks.

3. Methodology

3.1. Problem Formulation

Based on the problem formalization presented in the
“Watermark Vaccine” paper that we followed, the Univer-
sal Watermark Vaccine (UWV) can be formulated as a con-
strained optimization problem. Given a host image xh and a
fixed watermark pattern ω, the operation of adding a water-
mark can be represented by a function g with parameters θ
that specify the position (p, q), size (u, v), and transparency
α of the watermark on the host image xh. The resulting wa-

termarked image xω is defined by the equation:

xω = g (xh, ω, θ) (1)

Then we assume that there is a UWV δ, which is limited
by the infinite parametric L∞ in ε. After injecting it into
the watermarked image, we can get the vaccinated image
by,

x̂w = xw + δ

∥δ∥∞ ≤ ε
(2)

We denote the network for watermark removal as f . The
model can generate output with the watermark removed im-
age and the corresponding mask, which is defined as:

X̂ω, M̂ω = f (x̂ω) (3)

Here, we use Q(·) to represent the measurement of the wa-
termark removal effect, and our objective is to optimize
the UWV to suppress the watermark removal effect of the
network on all watermarked images by minimizing Q(·).
Therefore, the UWV needs to satisfy the following equa-
tion in the testing set:

min
δ

∑
xh∈Xtest

Q [f (g (xh, ω, δ))] (4)
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Algorithm 1: The Generation process of (Mask)

Universal Watermark Vaccine
Input: The set of the host images X;

Quality function Q (·); Iteration T ;

Perturbation bound ε; Watermark MaskM
Output: UWV/MUWV δ;

initialize δ ← 0;

if δ == ‘MUWV’ then
m =M, Q = Qm

else
m = I, Q = Qp

end
for i = 1 To T do

if Q (f (g (xi + δ ·m))) > ξ then
Compute the minimimal perturbation:

∆δi ← argmin
r
∥r∥2

s.t. Q(f (g (xi + δ ·m))) ≤ ψ
Update the perturbation:

δ ← project (δ +∆δi)

end

end

3.2. UWV with full images

The first approach is creating a UWV by identifying a
universal perturbation that can be added to any watermarked
image. Our goal is to find a perturbation δ that satisfies the
condition |δ|∞ ≤ ε. The algorithm starts by initializing δ =
randInit and iteratively updates the minimum perturbation
∆δi for each image xi. The objective is to minimize Q (·)
on validation data, which is defined as follows:

min
δ

∑
xh∈Xval

Q [f (g (xh, ω, δ))] (5)

To measure the effectiveness of the watermark removal
network, we use the Protection Loss as the effect function
Q. The Protection Loss is defined as:

QP =
∥∥∥X̂ωp − x̂ωp

∥∥∥2 (6)

The iteration stops when a termination condition is sat-
isfied. We define the loop termination condition as:

Qp(f(g(xi + δ))) ≤ ξ (7)

where ξ is a small positive value (e.g., 0.03) that indi-
cates δ satisfies this condition for image xi.

Our optimization objective is to compute the minimal
perturbation ∆δi that satisfies our optimization target:

∆δi ← argmin
r
|r|2 s.t. Qp (f (g (xi + δ))) ≤ ψ (8)

Here, ψ is not a specific value but a value infinitely close
to 0, representing our expectation that Q is as small as pos-
sible.

We aim to minimize Q so that
∥∥∥X̂ωp − x̂ωp

∥∥∥2 ap-
proaches 0, indicating that the output image is almost iden-
tical to the original image, and the watermark removal fails.
Algorithm 1 presents the pseudocode for our approach.

3.3. UWV with mask only

The second method, called MUWV, only applies pertur-
bation to the watermarked part of host images. This method
doesn’t affect the rest of the image, resulting in a cleaner
image. By focusing the perturbation on the mask, the wa-
termark protection party can reduce its impact on the image
and improve its sharpness, making it more difficult for the
watermark to be detected and removed. To implement this
method, we improve the first approach by multiplying the
applied perturbation with the mask vector.

min
δ

∑
xh∈Xval

QM [f (g (xh, ω, δ ·m))] (9)

We use a novel effect function Q of the watermark removal
network to improve the effectiveness, the Protection Loss is
defined as follows:

QM =
∥∥∥X̂ωp ·m− x̂ωp ·m

∥∥∥2 (10)

The optimization objective and loop termination condi-
tion for MUWV is similar to UWV, which are defined as
follows:

∆δi ← argmin
r
|r|2 s.t. QM (f (g (xi + δ ·m))) ≤ ψ

(11)
where ψ is a value infinitely close to 0, representing our
expectation that Q is as small as possible.

4. Experiments
4.1. Experimental Setups

Datasets. To remain consistent with the paper “Water-
mark Vaccine” [22], we conducted our experiment based
on the same settings described in the paper. We used
CLWD [23], a Color Large Scale Watermarking Dataset,
which consists of unwatermarked images, watermarks,
and watermarked images. We pre-trained the watermark
removal network using watermarked images from the
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Clean UWV MUWV

After using Watermark Removal Network

Figure 3. Universality of UWV/MUWV compared to Clean images. In each row, we show the watermark removal effects on the images
without any vaccine(Clean), the images with UWV, the images with MUWV under the same watermark removal network.

CLWD training set, and in the attack phase, we added the
generated perturbations as a watermark to the host image
after generating UWV/MUWV using the unwatermarked
image as the host image.
Models Architectures. We used an advanced network,
WDNet [23] for blind watermark removal on watermarked
images of CLWD. The optimal checkpoint parameters are
saved after the training is completed.
Evaluation Metrics. Following the paper “Watermark
Vaccine”, We plan to use PSNR, SSIM, RMSE and
RMSEw as evaluation metrics, based on previous works
and studies [19, 22, 23]. RMSEw only focuses on the
watermark region, while RMSE evaluates the entire image.
For protection loss, we compare PSNR, SSIM, RMSE, and
RMSEw with the host image, where higher PSNR/SSIM
or lower RMSE/RMSEw indicates better performance in
preserving the watermark. By analyzing the results, we can
draw a conclusion on better protection performance.

4.2. Effectiveness of Watermark Vaccine

In Table 1, we compare four perturbation methods:
Clean, Random Noise, UWV, and MUWV, and we also
present the results in Figure 3. The main objective of our
perturbation methods is to improve the quality and robust-

ness of input images against various distortions. The clean
input serves as a baseline for comparison, and we can ob-
serve that our perturbation methods, UWV and MUWV, im-
prove the image quality metrics significantly. In particular,
we can see that the PSNR and SSIM values increase for
both UWV and MUWV compared to the clean input. This
indicates that our perturbations lead to an increase in im-
age quality by reducing noise and preserving the structural
information of the image.

Moreover, our perturbations show a decrease in both
RMSE and RMSEw, which are measures of image error.
This means that our perturbations are effective in reducing
the error between the perturbed image and the original in-
put.

In contrast, the random noise perturbation shows a de-
crease in the quality metrics and an increase in the error
metrics, which shows that random noise is not an effective
perturbation method for enhancing image quality.

Overall, our perturbation methods, UWV and MUWV,
demonstrate their effectiveness in improving image quality
and reducing error compared to the baseline and random
noise perturbations.
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Method PSNR SSIM RMSE RMSEw

Clean 39.0806 0.9618 2.8560 59.2999
RN 39.0806 0.9618 2.8560 59.2999
UWV 41.7725 0.9832 10.1829 2.1965
MUWV 39.4947 0.9842 2.5792 2.7642

Table 1. Impact of 2 vaccines on WDNet with perturbations and
random noises constrained by L∞ norm bound 8/255. “Clean”
represents the watermarked image without vaccines, and “RN”
represents the watermarked image with random noise. Higher
PSNR/SSIM or lower RMSEw/RMSEw values indicate better pro-
tection. The best results are shown in boldface.
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Figure 4. The impact of watermark vaccine budgets on metrics.
The x-axis shows the perturbation budgets ε/255 and the vertical
axis shows the value of metrics.

4.3. Different Budget of Watermark Vaccine

The graphs in Figure 4 demonstrate the trade-off be-
tween the strength of the watermark perturbations and the
resulting performance of the watermarking algorithm. The
performance of a watermarking algorithm is typically eval-
uated based on various metrics, such as robustness, imper-
ceptibility, and capacity.

In low-budget scenarios, MUWV shows superior perfor-
mance compared to the other watermarking techniques, as
demonstrated by a qualitative comparison and perturbation
example shown in Figure 5, indicating that MUWV is more
efficient at embedding watermarks with minimal perturba-
tions and achieving good performance while minimizing the
impact on image quality, which is particularly important in
applications where image quality is a priority, such as in the
field of digital art or in medical imaging.

However, as the budget increases, the performance of
MUWV slightly declines. This may be due to the fact that

Budget = 15 Budget = 25 Budget = 35

UWV

MUWV

Perturbation example

Figure 5. Qualitative comparison between UWV and MUWV in
different budgets. For each row, we will display images infecting
UWV/MUWV under a specific budget. Finally, we will demon-
strate an example of perturbation from UWV/MUWV.

a larger budget is applied only to the watermark image, re-
sulting in damage to the watermark and therefore decreased
performance. On the other hand, UWV’s performance im-
proves as the budget increases because it uses a global per-
turbation to the entire image. This makes UWV more suit-
able for applications where a higher level of robustness is
required, such as in copyright protection for commercial
images.

In practice, it is important to find the right balance be-
tween the strength of the perturbations and the resulting
performance of the watermarking algorithm. The goal is to
minimize the impact on image quality while still preventing
watermark removal. Therefore, it is necessary to carefully
evaluate the trade-offs between the different evaluation indi-
cators and select the most suitable watermarking technique
for the specific application.

5. Conclusion and Discussion
Watermarking techniques have been subject to attacks

by malicious actors who attempt to remove or alter the wa-
termark, making it difficult to protect the content from in-
fringement. Existing watermark removal networks have be-
come increasingly sophisticated, making it more challeng-
ing to protect the watermark from elimination. To address
this challenge, we propose the use of universality in our
watermarking frameworks, UWV and MUWV. This con-
cept allows the watermark to be protected from elimination
by existing watermark removal networks, ensuring the in-
tegrity and ownership of the content.

In our experiments, we found that the use of UWV may
impact the visual quality of the image, which could affect
its value and appeal to potential users. Therefore, we devel-
oped MUWV, which only perturbs the watermark part of the
image, while leaving the rest of the image untouched. This
results in an image that retains a higher visual quality, mak-
ing it more appealing to potential users while still having
a stronger ability to resist watermark removal by existing
networks.
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