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Abstract

The successful implementation of vision-based naviga-
tion in agricultural fields hinges upon two critical com-
ponents: 1) the accurate identification of key components
within the scene, and 2) the identification of lanes through
the detection of boundary lines that separate the crops from
the traversable ground. We propose Agronav, an end-to-
end vision-based autonomous navigation framework, which
outputs the centerline from the input image by sequentially
processing it through semantic segmentation and seman-
tic line detection models. We also present Agroscapes,
a pixel-level annotated dataset collected across six dif-
ferent crops, captured from varying heights and angles.
This ensures that the framework trained on Agroscapes is
generalizable across both ground and aerial robotic plat-
forms. Codes, models and dataset will be released at
github.com/shivamkumarpanda/agronav.

1. Introduction

According to World Food Programme, the population of
those experiencing food insecurity is projected to be 342.5
million in 2023, which is more than double the same pop-
ulation in 2020. This concerning trend can be attributed to
population growth [ 1], climate change [45], labor short-
age [27], and food affordability driven by high fertilizer
prices [10]. To address these challenges, the concept of
Precision Agriculture has emerged as a sustainable solu-
tion, leveraging modern technology to optimize crop and
livestock management practices [15,37,40]. A key aspect
of Precision Agriculture is automation technology, which
aims to minimize resource expenditure while maximizing
efficiency. Central to automation technology is autonomous
navigation, which enables robotic platforms to operate in
the field without human intervention.

Some existing methods of achieving autonomous nav-
igation in agricultural fields rely on real-time kinematic
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GNSS (RTK-GNSS) [8,43], LiDAR [25] and depth cam-
eras [1]. Some limitations of RTK-GNSS equipment in-
clude its high cost, vulnerability to region-specific outages,
reliance on geo-referenced auto-seeding, and signal atten-
uation problems for smaller mobile robots designed for
under-canopy tasks [3]. In addition, the trajectories planned
using waypoints with the RTK-GNSS system does not ac-
count for the dynamic, changing environment of the agricul-
tural field [19]. This necessitates the use of onboard sensors
to observe the changes in the environment in closer prox-
imity. While LiDARs are an integral part of autonomous
driving in urban environments, where most obstacles are
defined by hard and simple surfaces, their use in the agri-
cultural field is limited due to the natural differences in the
environment. The complex and soft nature of the surround-
ing obstacles, such as leaves and stems and their close prox-
imity to the UGV make it a hostile environment for using
LiDARs. In addition, LiDARs entail complex tasks such as
point cloud classification and multimodal fusion to extract
meaning from the acquired data [32].

To this end, we propose an end-to-end pipeline for
autonomous navigation in the agriculture field centered
around efficiency and simplicity. Our method avoids the
use of expensive equipment such as RTK-GNSS and Li-
DAR and is entirely vision-based, which requires nothing
but a single RGB camera (see Figure la). We frame the
problem as a series of two downstream tasks: 1) semantic
segmentation, which labels each pixel of the input RGB im-
age as one of the predefined classes; and 2) semantic line
detection, which extracts the two boundary lines from the
overlayed image, an equally weighted blend of the raw im-
age and the color mask, which is obtained as a result of the
first task (see Figure 1b). The main contributions of our
paper are as follows:

* We propose a simple and efficient end-to-end pipeline
that extracts the centerline from an RGB image from
a series of two operations: semantic segmentation and
semantic line detection.

* We utilize domain adaptation with minimal annotated
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Figure 1. Overview of Agronav. (a) In an agricultural field, lanes
are represented as straight boundary lines. A vision-based naviga-
tion framework can effectively capture these lines. (b) High-level
pipeline of Agronav. Centerlines are extracted from input RGB
images through a series of operations.

data for the semantic segmentation model by reor-
ganizing the labels of a publicly available dataset,
Cityscapes, and using accurate inferences from a large
vision model, ViT-Adapter.

¢ We demonstrate that semantic line detection, which
capitalizes on the structured environment of an agri-
culture field where crops are planted in straight rows,
can successfully extract two boundary lines for various
test cases.

e We provide an open-source dataset, Agroscapes,
which can be used as a benchmark for scene under-
standing in agricultural fields for different crops.

The rest of the paper is organized as follows. Section
2 provides a detailed review of semantic segmentation, se-
mantic line detection, and autonomous navigation in agri-
culture, which are core related topics of our work. Section 3
introduces the data collection and annotation for the training
of the semantic segmentation model and the line detection
model. Section 4 covers the detailed methodologies related
to our autonomous navigation pipeline. Section 5 provides
the result that quantifies the performance of our navigation
pipeline. Lastly, Section 6 discusses the future direction of
this research.

2. Related Works
2.1. Semantic Segmentation in Autonomous Driving

Semantic segmentation is the process of assigning each
pixel in an image to a particular object class. In autonomous
driving, semantic segmentation is used to identify objects in
the environment, such as roads, pedestrians, vehicles, traffic
signs, etc. and to generate a detailed map of the scene. This

information is then used to plan the vehicle’s trajectory and
ensure safe and efficient driving.

Over the years, several state-of-the-art models have been
developed for semantic segmentation in autonomous driv-
ing. These models leverage deep learning techniques to
achieve high accuracy and robustness in a variety of driving
scenarios. One of the most popular models is the Fully Con-
volutional Network (FCN) proposed by Long et al. [33],
which replaces the fully connected layers of a traditional
Convolutional Neural Network (CNN) with convolutional
layers to enable pixel-wise predictions. Other popular mod-
els such as the U-Net model [39] uses a U-shaped architec-
ture to capture both local and global features and has been
shown to achieve high accuracy on medical image segmen-
tation tasks. Deeplab model [13] on the other hand, uses
atrous convolution to increase the receptive field of the net-
work and improve segmentation accuracy.

These models have been trained end-to-end on annotated
datasets such as the Cityscapes [16], which contains high-
resolution images of urban environments with pixel-level
annotations for 30 object classes. Other 3D dataset have
also been used in the autonomous driving community such
as the KITTI dataset [22], which contains images as well as
point cloud data obtained from a moving vehicle.

In recent years, transformer-based models such as Vision
Transformer (ViT) [18] and Swin Transformer [31] have
shown remarkable performance on a variety of computer vi-
sion tasks including semantic segmentation. ViT utilizes the
self-attention mechanism to capture global dependencies
and is designed to work well on large-scale datasets. Swin
Transformer introduces hierarchical structures with shifted
windows to further improve the performance. Some other
state-of-the-art models in this context are ViT-Adapter [ 4],
HRNet [42], SegFormer [48], and ResNeSt [49].

2.2. Semantic Line Detection

Semantic lines are characteristic straight lines that cap-
ture the essence of a scene. Identifying these lines, which
are often implied than obvious, can enhance understand-
ing of an image. Besides the most prominent application
in photographic composition to improve aesthetics, seman-
tic lines are also critical in autonomous driving. In au-
tonomous driving, the boundaries of road lanes and key road
features serve as important semantic lines. Though many
road features are represented as curved lines in urban set-
tings, a typical agricultural field is more structured, where
crops are planted in straight rows. This organized struc-
ture of the agricultural field simplifies the task of detecting
lanes. Lanes can be approximated with straight lines, which
are the boundaries that divide the crops from the traversable
ground.

The practice of detecting straight lines from images dates
back to an image processing technique called the Hough
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Transform. More recently, success of CNNs in computer
vision led to numerous deep learning-based approaches. A
CNN-based semantic line detector named SLNet and open-
source dataset SEL was proposed in [28]. This work
treated the identification of semantic lines as a combina-
tion of classification and regression tasks. An improvement
of this study, which used the attention mechanism as well as
matching and ranking, was introduced by Jin et al. [26]. The
proposed line detection algorithm DRM consists of three
neural networks: D-Net, R-Net and M-net. While the D-Net
extracts semantic lines through the mirror attention mod-
ule, R-Net, and M-net are Siamese networks that select the
most meaningful lines and remove redundant lines. Most
recently, Zhao et al. introduced the Deep Hough Transform
method, which i1s an end-to-end framework that combines
convolutional layers for feature extraction and the Hough
Transform to detect semantic lines [51].

2.3. Autonomous Navigation in Agriculture

Although RTK-GNSS based solutions had been popular
in field robots, robust navigation in complex agricultural en-
vironments requires perception information from local field
structures. In this direction, LIDAR was used for percep-
tion by Barawid et al. [7] on orchards and by Malavazi et
al. [34] in a simulated environment. Winterhalter et al. [40]
used both LiDAR and RGB images to extract single lines in
row-crop fields with equal spacing.

Most of the earlier vision-based techniques use segmen-
tation between plants and soil by applying some variation of
greenness identification e.g. excess green index (ExG) [47].
The lines required to extract paths from the segmented im-
age have been estimated using techniques like Hough Trans-
form [4,35] or least squares fit [6,21,50]. However, such
image processing based methods might fail in several situa-
tion e.g., plants covered with dirt after rainfall, ground cov-
ered with weeds or offshoots, different seasons, etc. Some
other approaches involve using multi-spectral images [23]
and plant stem emerging point (PSEP) using hand-crafted
features [36] for crop row location, however these methods
cannot be generalized to mutliple crops. In a recent study,
Ahmadi et al. [2] devised an image processing technique
for crop center extraction using ExG followed by detect-
ing individual crop-rows, achieving good performance on
crops with both sparse and normal intensities. However, all
the above techniques lack the ability to provide an overall
scene understanding to facilitate multiple decision-making
processes in a robot.

Supervised deep learning models for scene understand-
ing have been successfully applied and popular in the au-
tonomous navigation community as discussed in section
2.1. However there have been very limited work in agricul-
ture. In a recent study, Song et al. [41] used semantic seg-
mentation, based on FCN, on wheat fields. However they

Crop Row-row Crop Camera

[m] Density Placement
Canola 0.4 normal, dense | UGV, UAV, HH
Flax 0.45 normal, dense | UGV, UAV, HH
Strawberry 0.3 dense UAV, HH
Bean 0.5 dense UAV, HH
Corn 04 normal UAV
Cucumber 0.5 sparse UAV

Table 1. Distribution of data across crops with different row-to-
row widths, crop density and camera placement. *HH = Handheld.

only provide three classes (wheat, ground & background),
and do not provide fine pixel-wise annotations. Apart from
wheat, it has been applied and tested for tea plantation [30]
and strawberry plantation [38], which are relatively easier
crops compared to wheat, corn, rice, canola, flax etc. In
another study, Cao et al. [12] proposed an improved ENet
semantic segmentation network, followed by the random
sampling consensus (RANSAC) algorithm to extract nav-
igation lines. They evaluated the method on Crop Row
Detection Lincoln Dataset (CRDLD) [17] - a UAV dataset
for sugar beet crop. However, the method does not pro-
vide pixel-wise labels for scene understanding, and the
evaluations are limited to sparse and normal density crop
rows. Bai ef al. [5] conducted a detailed and comprehen-
sive review of vision-based navigation for agricultural au-
tonomous vehicles and robots. DNN-based methods largely
relies on annotated dataset but there are no good open-
source benchmark datasets across multiple crops that can
be used for development of semantic segmentation models
for autonomous navigation in agriculture, the equivalent of
Cityscapes dataset [ | 6] on roads and streets. This motivates
collection of our dataset, Agroscapes along with our trans-
fer learning approach, in order to greatly reduce the amount
of data required.

3. Dataset
3.1. Data Collection

The data were collected in multiple locations across the
United States for six different types of crops: strawberry,
flax, canola, bean, corn and cucumber. Strawberry and cu-
cumber data were collected in Oxnard, CA, while the data
of the other crops were acquired in Fargo and Carrington,
ND (see Figure 2a). The total data amounts to approxi-
mately 2,000 seconds of high-resolution video. Data were
collected by cameras on three types of platforms: UAV,
UGYV and handheld (see Table 1). In order to enhance the
richness of the data, the viewpoint of the camera were var-
ied in heights and angles for different iterations. This en-
sured that the collected data suited our initial purpose of
developing an integrated framework applicable to different
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(¢) Line annotations for semantic line detection

Figure 2. An overview of Agroscapes dataset comprising different
crops at different heights and subsequent annotations.

types of autonomous systems - mobile robots, drones and
vehicles (e.g. autonomous tractors). The variations also
provided our machine learning model more robustness for
higher accuracy in varied environments.

3.2. Pixel-wise Annotation

Since one of the major goals of our work is to provide
an open-source benchmark dataset in agriculture navigation
for scene understanding, fine pixel-level annotations were

carried out on the collected dataset (see Figure 2b). The
classes of the annotations were selected based on domain
adaptation and the requirements of an agriculture scene.
Hence a total of 120 images were finely annotated in 9
classes - soil, crop, weed, sky, human, vehicle, building,
fence and other. Segmentation of soil and crop is the most
important to determine the traversable and non-traversable
regions. It is also important for the autonomous robot to
identify and understand the presence of humans in its vicin-
ity in an agricultural field. This is crucial for a safe-work en-
vironment with the workers on the field [9]. Other obstacles
such as vehicles (or robots) and fences are also common to
an agriculture environment. All images were annotated by a
single annotator to ensure precise boundaries for each class
and consistency among all annotations. CVAT (Computer
Vision Annotation Tool) from Intel was used to execute all
annotations. Among the annotated images, roughly 50% are
single-row images and the rest multiple-row images. Anno-
tation of single-row images took approximately 20 minutes
per image, whereas annotating multiple-row images took
between 30 to 100 minutes per image. Therefore, the total
annotation effort for all images amounted to approximately
60 hours.

3.3. Line Annotation

The dataset used to train the semantic line detection
model is a combination of our own data and the annotated
Freiburg Forest dataset [44]. To ensure that the model is
trained on images similar to that of our test environment,
we filter images from the Freiburg Forest dataset that are
semantically similar to those taken from the agriculture
field. The two main considerations for filtering were: 1)
whether the boundary line that separates the crops from the
traversable ground can be approximated using straight line,
and 2) whether there were comparable amount of vegeta-
tion on the both sides of the two boundary lines. Once the
RGB images have been selected, they were overlayed with
their ground truth color masks, where the RGB images and
the color masks have been weighed equally. Lastly, each
weighted image was labeled with two semantic lines that
mark the boundary between the crops and the ground (see
Figure 2c). Each line was represented with the pixel coor-
dinates of the endpoints that lie on the edges of the image.
In total, 400 images were annotated and used for training.
The ratio of ground images to aerial images was 1:1.

4. Methodology

In this section we discuss the individual downstream
tasks in the overall Agronav pipeline (see Figure 3).
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4.1. Semantic Segmentation

4.1.1 Models Selection

Various semantic segmentation models were explored in
the direction of transfer learning, using different pretrained
checkpoints, to ensure good performance on Agroscapes
dataset. Unsupervised domain adaptation inferences were
executed on two kinds of models - large (high parame-
ter) models with limited real-time performance, and rela-
tively smaller (low parameter) models, which were real-
time capable. For the pretrained checkpoints, the models
were experimented with checkpoints trained on ADE20K
[52], Cityscapes [16], COCO [29] and Pascal VOC [20].
The results showed that models pretrained on Cityscapes
dataset achieved the best performance, which is reason-
able, given the greater domain relevance of the Agroscapes
dataset to the Cityscapes dataset compared to the other
datasets. Among the large models, ViT-Adapter [14] was
selected, which also has the state-of-the-art performance
on the Cityscapes currently. Among the real-time mod-
els, three models - HRNet [42], MobileNetV3 [24] and
ResNeSt [49] were selected for an ablation study on our do-
main adaptation. ViT-Adapter (ViT-A) had the best perfor-
mance among the four models based on the inference study.

HRNet [42] is a high-resolution network that is de-
signed to preserve high-resolution representations through-
out the network while maintaining a low computational
cost. It employs a multi-resolution fusion approach that
combines high-resolution and low-resolution representa-
tions to achieve both high accuracy and efficiency. Mo-
bileNet [24] is a lightweight network designed for mobile
devices, which utilizes depthwise separable convolutions
to reduce the number of parameters and computations. It
has a small memory footprint and can achieve real-time
performance on mobile devices. ResNeSt [49] is a re-
cent advancement of the ResNet architecture that introduces
nested and scale-specific feature aggregation to improve the
model’s ability to capture fine-grained patterns. It uses a
split-attention mechanism to capture information from dif-
ferent feature maps and scales, resulting in improved accu-
racy on various computer vision tasks.

4.1.2 Supervised Domain Adaptation

The classes of the pretrained checkpoints (on Cityscapes
dataset) were reorganized for all the models.  The
Cityscapes checkpoints contain 19 classes, which were re-
organized into 8 classes - soil, vegetation, sky, human, ve-
hicle, building, fence and other. Now, the checkpoints were
trained again on the source domain i.e. Cityscapes based on
these 8 labels. However, prior to retraining, the Cityscapes
annotations had to be reorganized based on our domain rele-
vance. Table 2 explains the reorganization from Cityscapes

Cityscapes Agroscapes
Road, Sidewalk Soil
Vegetation, Terrain Vegetation
Sky Sky
Person, Rider Human
Building Building
Wall, Fence Fence

Car, Truck, Train, Bus, Vehicle
Motorcycle, Bicycle

Pole, Traffic Light, Traffic Signal | Other

Table 2. Reorganization of Cityscapes labels for Agronav domain
adaptation

labels to the Agronav labels. This reorganization scheme
guarantees inheritance of human recognition and obstacles
avoidance capabilities of Cityscapes.

The final objective here is to achieve accurate, real-time
semantic segmentation on the Agroscapes dataset using
minimal number of annotated images (120 images). Con-
sidering the superior performance of the ViT-Adapter for
zero-shot learning, given its large size, we first trained this
large model on the annotated Agroscapes dataset. The re-
sulting checkpoint was used to generate labels from 3850
unlabelled Agronav images. We visually inspected the gen-
erated labels and selected 1165 labels with mloU of approx-
imately 90% or higher. These 1165 labels then served as
the training data for the real-time models - HRNet, Mo-
bileNetV3 and ResNeSt. The models were trained in two
stages: first, they were trained on the ViT-Adapter gener-
ated labels; then, fine-tuned by adding the manually anno-
tated labels. In summary, our domain adaptation strategy
leverages the high accuracy of the large model to improve
the results of the real-time models, despite the limited avail-
ability of manually annotated data.

4.2. Semantic Line Detection

Our semantic line detection model is trained using the
Deep Hough Transform method [51]. The pipeline includes
four core components to detect semantic lines: 1) the fea-
ture pyramid network (FPN) extracts pixel-wise deep rep-
resentations; 2) deep representations are converted from the
spatial domain to the parameteric domain via Deep Hough
Transform; 3) the line detector module to detect lines in the
parametric space; 4) Reverse Hough Transform which con-
verts the detected lines back into image space. In contrast
to classical line detection algorithms which detect count-
less straight edges in an image, the Deep Hough Transform
model can be explictly trained to output few most semanti-
cally meaningful lines. In addition, the lightweight of the
trained semantic line detection model make it suitable for
real-time applications.

For autonomous crop-row navigation, every image con-
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Figure 3. Overview of the Agronav pipeline with semantic segmentation, semantic line detection and centerline generation.

sists of two most semantically meaningful lines. These
lines mark the left-side and right-side boundaries of the
traversable ground and the crops. The centerline, which
serves as the ultimate guideline for navigation, can be ex-
tracted from these two lines. In an effort to develop a
pipeline which is applicable for different scenarios, both
ground and aerial robotic platforms, both single and multi-
row images are annotated with two lines that mark the
boundaries. As mentioned in Section 3, line annotations
are performed on the overlayed image, which is an equally
weighted blend of the RGB image and the color mask. The
latter is obtained as an output of the semantic segmentation
model.

4.3. Centerline Generation

The final piece of our pipeline involves generating the
centerline from the two output lines /1, [ predicted by the
semantic line detection model. Within the Deep Hough
Transform framework, each line is parameterized by two
parameters 7 and ¢, where the distance parameter r mea-
sures the distance between the line [ and the center of im-
age, and the orientation parameter € represents the angle
between the line [ and the horizontal axis of the image. Fol-
lowing simple calculation, the entire set of pixels that corre-
spond to each semantic line can be computed. We define the
centerline as a set of midpoints of the two pixels (335;11 2 Yi)
and (:rgf ,Yi ), which reside on the same horizontal axis y;.
For simplicity, the centerlines were visualized for the bot-
tom third of the image.

5. Results

In this section we individually report the accuracy re-
sults from semantic segmentation and semantic line detec-
tion. We also report an ablation study of different models
and techniques. Finally we provide visual assessment of the
overall pipeline on unlabelled data (see Figure 4).

5.1. Semantic Segmentation

The training and validation procedures for all mod-
els were conducted on NVIDIA A100 GPUs. However,

Method ‘ mloU ‘ soil  vegetation  sky

ViT-Adapter | 96.43 | 94.24 96.72 98.23
HRNet 95.28 | 92.39 95.48 97.92
ResNeSt 95.34 | 92.84 95.7 97.35
MobileNetV3 | 94.57 | 91.27 95.01 97.29

Table 3. Comparison of mloU scores on Agroscapes dataset

Method FPS
ViT-Adapter 0.34
HRNet 9.12
ResNeSt 4.35
MobileNetV3 | 14.25

Table 4. Real time performance across all models

NVIDIA GeForce RTX 2080 GPUs were used for inference
or testing on unlabelled images. This was done to evaluate
the real-time performance of our models for deployment on
mobile robots and other platforms. We used SGD as the op-
timizer for all models, with a learning rate of 0.01. Given
the balanced distribution among the important classes - soil,
vegetation and sky in most of the images, cross entropy loss
was selected as our training loss. As for the evaluation met-
ric, we used the most widely used mloU (mean Intersection-
over-Union) score.

The mloU scores of all models are reported in Table 3.
As the soil, vegetation, and sky classes represent the ma-
jority of the dataset and are the most important ones for
our framework, we only report the mloU scores for these
classes. Our results show that the ViT-Adapter achieved the
highest mloU scores and is the most accurate model. The
other real-time models are first trained on the ViT-A infer-
ences and then fine-tuned on the manual labeled dataset.
Among these models, ResNeSt achieved the best perfor-
mance for soil, vegetation, and overall mloU, while HRNet
and MobileNetV3 also achieved equally good performance.

We further evaluated the real-time performance of all
models on NVIDIA GeForce RTX 2080 GPUs using video
feeds from our dataset. The results in frames per second
(FPS) are reported in Table 4. Our results indicate that ViT-
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Method ‘ mloU ‘ soil  vegetation  sky

w/o ViT-A inferences

HRNet 92.62 | 92.86 89.43 96.64
ResNeSt 92.11 | 91.85 89.07 96.42
MobileNetV3 | 92.48 | 92.45 89.35 96.7

with ViT-A inferences

HRNet 95.28 | 92.39 95.48 97.92
ResNeSt 95.34 | 92.84 95.7 97.35
MobileNetV3 | 94.57 | 91.27 95.0 97.29

Table 5. Comparison of mloU scores on the dataset with and with-
out ViT-inferences

Method ‘ mloU ‘ soil  vegetation  sky
Ground

HRNet 96.54 | 95.77 96.31 97.63

ResNeSt 96.52 | 95.82 96.26 97.57

MobileNetV3 | 96.66 | 95.74 96.43 97.88
Aerial

HRNet 93.08 | 88.52 94.92 95.18

ResNeSt 93.05 | 88.58 94.86 95.1

MobileNetV3 | 93.04 | 88.45 94.9 95.15

Table 6. Comparison of mloU scores on ground vs. aerial images.

Adapter can not achieve a real-time performance, as it takes
approximately 3 seconds to process a single frame. On the
other hand, HRNet, ResNeSt, and MobileNetV3 all achieve
good real-time performance, with MobileNetV3 achieving
the highest FPS. However, the real-time performance for all
models can be potentially improved by reducing the crop-
size of the frames at the cost of accuracy.

To assess the impact of ViT-A inferences on model accu-
racy, we evaluated the three models with and without adding
the inferences. The results are reported in Table 5, which
clearly show that the inferences significantly improved the
mloU scores for all three models. With ViT-A inferences we
achieve superior performance, particularly an improved per-
formance in segmenting vegetation. These findings demon-
strate the success of our domain adaptation strategy. We
also compare the performance of Agronav between ground
and aerial images in Table 6. It shows better performance
with ground images primarily because it is more challeng-
ing to segment multiple soil boundaries from a height in
aerial imagery. Nevertheless in a practical aerial operation,
we can compromise some accuracy in segmenting soil and
crop boundary.

5.2. Semantic Line Detection

We adopt the metrics proposed in [51] to evaluate the
similarity between a pair of predicted and ground truth

Method ‘ Precision ‘ Recall ‘ F-measure
Raw Images 0.9021 | 0.7442 0.8156
Overlayed Images | 0.9513 | 0.8984 0.9241

Table 7. Comparison of the line detection model trained on raw
and overlayed images.

Image type ‘ Precision ‘ Recall ‘ F-measure
Ground images | 0.9692 | 0.9692 0.9692
Aerial Images 0.7833 | 0.8616 0.8206

Table 8. Performance evaluation of the line detection model on
ground and aerial images.

lines, where the similarity between two lines is a function
of the Euclidean distance and angular distance between the
two lines. By representing the predicted lines and ground
truth lines as each set of a Bipartite graph, the matching be-
tween the lines of two sets is done by solving the Maximum
Bipartite Matching problem.

Following the matching process, true positives, false
positives, and false negatives are identified, after which the
Precision, Recall, and F-measure scores are evaluated.

To assess the benefits of training the semantic line detec-
tion model on the overlayed images (an equally weighted
blend of the color mask and raw RGB image), we compare
it against a model trained on raw RGB images, as summa-
rized in Table 7. For fair comparison, all other training,
optimizer, and dataset parameters were controlled. The se-
mantic model trained on overlayed images trained more ef-
fectively, validating the reasoning behind the intended syn-
ergy between semantic segmentation and semantic line de-
tection.

The results shown in Table 8 highlight good performance
of the semantic line detection model on both ground and
aerial images. The relatively inferior performance on aerial
imagery can be attributed to the fact that aerial images in-
clude images with multiple crop rows, where multiple sets
of boundary lines can be drawn, hence making the task more
difficult.

6. Conclusion

In this study, an end-to-end framework for vision-based
autonomous navigation in agricultural fields was proposed.
By adopting domain adaptation for semantic segmenta-
tion, we have trained a robust segmentation model that
can successfully segment an image into 8 classes includ-
ing soil, vegetation, sky, human, vehicle, building, fence,
and other. The original 19 classes of the Cityscapes dataset
were reorganized and then merged with our own data, col-
lected across six different crops. Additionally, we have
demonstrated the effectiveness of the semantic line detec-
tion model for detecting boundary lines, which capitalizes

6278



Raw Image

[ Semantic Segmentation ]

[ Semantic Line Detection ] [Centerline Generalion]

p
Bean / Aerial

Flax / Ground

Figure 4. Demonstration of the end-to-end Agronav pipeline, tested on various crops.

on the inherent structure of the field where crops are planted
in straight rows. Furthermore, the study validates the syn-
ergy between semantic segmentation and semantic line de-
tection by showing that the semantic line detection model
trains better on overlayed images. We are also releasing
Agroscapes - an open-source dataset for scene understand-
ing in agriculture. This dataset is expected to serve as a
valuable resource for studying autonomous navigation in
agricultural fields and as a benchmark for future research.

In future work, the results of this study will be applied to
a physical robotic platform with dimensions of 75 in (L) x
63 in (W) x 40 in (H), which was initially designed for weed
management and data collection in flax and canola fields.
The use of this platform will allow for the collection of field
trial data. In addition, we hope to release more labeled and
unlabeled images in our open-source dataset, Agroscapes,

collected across more crops. We also aim to incorporate
segmentation of weeds from the crops in future semantic
segmentation models.
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