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Abstract

Accurate phenotypic analysis can help plant breeders efficiently identify and analyze suitable plant traits to enhance crop yield. While 2D images from RGB cameras are easily accessible, their trait estimation performance is limited due to occlusion and the absence of depth information. On the other hand, 3D data from LiDAR sensors are noisy and limited in their ability to capture very thin plant parts such as peanut plant pegs. To combine the merits of both the 2D and 3D data analysis, the 2D images were used to capture thin parts in peanut plants, and deep learning-based 3D reconstruction using captured 2D images was performed to obtain 3D point clouds with information about the scene from different angles. The neural radiance fields were optimized for implicit 3D representation of the plants. The trained radiance fields were queried for 3D reconstruction to achieve point clouds for a 360-degree view and frontal view of the plant. With frontal-view reconstruction and the corresponding 2D images, we used Frustum PVCNN to perform 3D detection of peanut pods. We showed the effectiveness of PeanutNeRF on peanut plants with and without foliage: it showed negligible noise and a chamfer distance of less than $4 \times 10^{-4}$ from a manually cleaned version. The pod detection showed a precision of around 0.7 at the IoU threshold of 0.5 on the validation set. This method can assist in accurate plant phenotypic studies of peanuts and other important crops.

1. Introduction

Peanut is an important oilseed and food crop grown in over 100 countries. The total world production was around 50 million tons in 2022 [1]. Production of high-yielding peanut varieties involves conventional and molecular plant breeding programs to study and identify desirable traits in peanut plants [12, 13]. The pod yield per plant, number of pods and pegs per plant, and shelling outturn are important yield contributing traits and assist to study different genotypes. Plant phenotyping is key to the study of the physiological and morphological traits of peanut plants contributing to high yield.

While manual phenotyping is time-consuming and labor-intensive, recent advancements in computer vision-based high throughput phenotyping have enabled efficient analysis of plants’ physiology using both 2D and 3D sensing. Leveraging 2D images captured using RGB cameras, several studies have performed segmentation of plant parts [3, 5, 26, 34] and skeletonization to characterize plants’ architecture [4, 8, 38]. However, 2D RGB images lack depth information and are prone to occlusion. Compared to 2D images, 3D data such as point cloud data allows us to capture depth information directly with less occlusion and more accurate position information. Point cloud data from Kinect and LiDAR sensors of several plants are used to perform skeletonization and segmentation of plants utilizing traditional techniques like region growth, color-based region segmentation [2, 16, 30–32]. In other studies advanced 3D deep learning-based techniques operating on point cloud data were employed.

While 3D data enables a geometrical understanding of the scene and provides more accurate position information, the collection of high-resolution data requires expensive devices such as LiDAR. Less expensive equipment like Intel Realsense have limited resolution. In addition to the cost of the devices, scanning using 3D sensors such as FARO LiDAR is time-consuming, requires human supervision and can take hours for high-resolution scans. Furthermore, high-resolution 3D data requires a significant amount of storage space. In terms of quality, the captured point cloud data is relatively sparse and contains missing regions due to the hardware limitation of 3D sensors. As a result, very fine details like thin peanut plant pegs with less than
1mm of radius are rarely captured. Moreover, there is high noise in captured data, which requires an additional denoising operation.

We propose PeanutNeRF, a framework that utilizes 3D radiance fields to conduct phenotypic analysis with a combination of 2D and 3D data. Inspired by the recent advances in 3D scene modeling using implicit 3D models (NeRF) [20], we first capture 2D data of a scene that contains peanut plants. 2D data like RGB images or videos can be easily captured with low-cost cameras and does not take hours to capture high-resolution data of a single plant. As a result, it also requires less human supervision and handling. After the 2D data collection, we train 3D radiance fields using NeRF and obtain an implicit representation of the scene where we could sample 3D point clouds. Our experiment shows that the 3D reconstruction of peanut plants modeled by PeanutNeRF is more accurate, with higher resolution (capturing finely detailed structures such as peanut plant peg) than that achieved from the traditional approach of LiDAR + manual cleaning.

Powered by the 3D scene model from PeanutNeRF, we conduct a preliminary study of plant phenotyping of peanuts to study important traits like node count, and flowering which depends upon thin plant parts like pegs and pods and their locations. We conduct experiments on both defoliated (leafless) and foliated (naturally leafy) plants where peanut pods are more often to be occluded. A comparison is in Figure 2. The pod detection in 3D data format is important to achieve accurate phenotyping and improved yield. We use Frustum PVCNN [18] to perform 3D peanut pods detection and instance segmentation, from the 3D point cloud sampled from the PeanutNeRF model. These initial results show that our approach is able to detect most peanut pods with an IoU of more than 0.5.

Our main contributions are:

1. A novel collection of data for 360-degree and frontal view video clips as well as extraction of overlapping images for each video for 12 plants including defoliated and foliated plants.
2. A neural radiance fields-based 3D analysis pipeline for efficient and reliable reconstruction of peanut plants.
3. 3D peanut pod detection and segmentation from PeanutNeRF point clouds using Frustum PVCNN.

2. Related work

In terms of data acquisition, sensors such as LiDAR, Kinect, and Intel Realsense can capture 3D information [2, 16, 30–32] but are costly and limited in their ability to capture thin plant parts like pegs. The resulting point cloud is sparse and contains noise. The 3D scans from different angles need to be aligned using a registration algorithm by matching key points in different scans. For capturing thin plant parts, X-Ray technology is used in various studies involving root phenotyping [6, 11]. In contrast to data acquisition through 3D sensors, 2D sensors allow cheap, and less labor-intensive data collection. Moreover, the result contains negligible noise. Various studies in the past utilized 2d multi-view images to perform 3D reconstruction. 3D multi-view stereo reconstruction was used for
cassava tree crown phenotyping and blueberry harvestability trait extraction using Agisoft software [23, 35]. Shape-from-silhouette method was used for the reconstruction of plants [29] through the extraction of silhouettes of objects of interest from multiple views. Simple shape carving was used to reconstruct the roots of rice seedlings but it removed the background. Structure from Motion (SfM) has been used as it outputs sparse point clouds as well as camera poses of input images. [9, 17, 23, 24]. Given the camera poses, multi-view stereo has been adopted to achieve dense point clouds of various plant types [10, 14, 25, 37]. Recent advancements allow representing 3D volume as weights of a neural network. Neural radiance fields [20] allows neural implicit representation of a 3D shape. The density and color of a 3D location are implicitly encoded in the network that takes as input, a 3D coordinate and viewing direction. The objective of NeRF is to perform novel view synthesis. It allows 3D reconstruction, due to the implicit representation of 3D shapes.

Detection of plant parts has been achieved in a variety of ways. Segmentation was used to identify parts using traditional processing methods like cylinder fitting, color-based region growth segmentation, and voxel cloud connectivity segmentation [31, 33]. Hand-crafted features like fast point feature histogram (FPFH) and principal curvature in SVM, Random forest, and decision algorithms [40]. Later studies used deep learning to perform both semantic and instance segmentation [15, 19]. However in these studies, the plant parts were at a minimum distance from each other, therefore individual instances were identified through clustering. In peanut plants, the pods are nearby each other. Therefore using the clustering approach can identify more than one nearby pod as a single instance. Therefore we adopt 3D detection to detect each individual pod and segment the pod in the detected bounding box.

3. PeanutNeRF: the approach

In this section, we describe our pipeline of utilizing the NeRF-type implicit scene modeling method for peanut reconstruction and analysis tasks. We first give an overview of NeRF and its Nerfacto [36] variant used for the reconstruction of peanut plants. Then we describe how to perform downstream analysis tasks such as pod detection, from the obtained radiance field model.

3.1. Neural Radiance Fields (NeRF)

NeRF implicitly represents a 3D scene using learned continuous volumetric radiance field \( F_0 \) on a set of images and camera poses to synthesize novel views not in the training set. Specifically, \( F_0 \) is modeled using trained MLPs that take a continuous 5D vector input including spatial coordinates \( \hat{x} = (x, y, z) \) and viewing direction \( d = (\theta, \phi) \) and outputs density \( \sigma(\hat{x}) \) and view-dependent radiance \( c = (r, g, b) \) at that spatial location. NeRF performs differentiable volume rendering of an implicit 3D scene onto 2D images to optimize the MLPs using a loss function that compares the predicted pixel and ground truth pixel values. To compute the color of a single pixel, let a ray \( [r(t) = o + td] \) be emitted through the center of projection of camera space \( o \) through a given pixel on the image plane, traversing between near \( t_n \) and far bounds \( t_f \). Uniform sampling is used to select \( K \) quadrature points \( t_K \) between \( t_n \) and \( t_f \), NeRF’s approximation of expected color \( \hat{C}(r) \) for that pixel is given by:

\[
\hat{C}(r) = R(r,c,\sigma) = \sum_{k=1}^{K} T(t_k)\alpha(\sigma(t_k))c(t_k), \quad (1)
\]

where

\[
T(t_k) = \exp\left(-\sum_{k'=1}^{K-1} \sigma(t_{k'})\delta_{k'}\right), \quad (2)
\]

\( c(t) \) and \( \sigma(t) \) are color and density at point \( r(t) \), \( \alpha(x) = 1 - \exp(-x) \) and \( \delta_k = t_{k+1} - t_k \) is the distance between two quadrature points. Stratified sampling is used to select quadrature points between \( t_n \) and \( t_f \), the near and far planes of the camera.

Using MLPs with ReLU, the density \( \sigma(t) \) is modeled only as the function of spatial coordinates while the color \( c(t) \) is modeled as the function of both spatial coordinates and viewing direction as illustrated in NeRF model architecture in Figure 3. To improve the neural network’s performance, the input viewing direction \( d \) and spatial position \( r(t) \) are encoded in higher dimensions before being fed to NeRF field. The following equation describes the form of MLPs utilized:

\[
[\sigma(t), z(t)] = MLP_{\theta_1}(\gamma_d(r(t))) \quad (3)
\]

\[
c(t) = MLP_{\theta_2}(z(t), \gamma_d(d)) \quad (4)
\]

Using NeRF, the point clouds having the desired number of points can be reconstructed. Moreover, it reduces memory consumption by compression of high-resolution point

![Figure 3. NeRF model architecture. Given a 3D query and a viewing direction, the NeRF predicts the density and color.](image332x624to521x720)
clouds as they are represented by the trained weights of MLP.

To optimize the MLP weight, the sum of squared error loss is used with respect to RGB image collection. Each image is paired with its intrinsic and extrinsic camera parameters estimated using structure from motion. A set of camera rays are pre-computed corresponding to pixel \( j \) in image \( i \) with each ray emitting from 3D location \( o_i \) and through the pixel \( i_j \) with direction \( d_{ij} \). In addition to using the described radiance field with randomly sampled quadrature points, the weights corresponding to each point result from a volume renderer that correlates the importance of each point in the final rendering of the image. Therefore these weights resulting from the first radiance field (coarse network) are used to guide further sampling of points. The points biased towards regions of higher weights are fed as input to another radiance field called fine network which is similar in structure to the coarse network.

### 3.2. Nerfacto

While NeRF uses a coarse network (a NeRF field) to guide the sampling of more relevant points, the Nerfacto approach [36] utilizes a proposal sampler to sample the locations of the regions that contribute most to the final render. The proposal sampler consists of multiple density fields to represent the coarse density. Each density field is modeled as a small fused MLP and takes hash encoding of the input. The density function does not need to learn the high-frequency details during the initial passes. It is used to guide the sampling of relevant locations. The sampled locations resulting from the proposal sampler are fed as input to the Nerfacto field to predict the final density and radiance for the rendering. Different from the NeRF field, the Nerfacto field uses hash encoding to encode the spatial position and spherical harmonics encoding to encode the viewing direction as represented in Nerfacto model architecture in Figure 4. The encoded position and direction are fed as input to MLPs in a manner similar to NeRF field as described in Equations (3) and (4) except that the nerfacto also takes as input, appearance embeddings in MLP to output the color as shown in Equation (4). These appearance embeddings are trainable and are optimized alongside MLP parameters \( \theta \). The loss function based on the nerfacto field is:

\[
L = \sum_{ij} \left\| C(r_{ij}) - \hat{C}(r_{ij}) \right\|_2^2
\]

### 3.3. Frustum PVCNN

In this subsection, we demonstrate how to perform important phenotypic analysis using the learned 3D radiance field from the subsections. In particular, we design Frustum PVCNN that is similar to Frustum pointnet, except that it uses PVCNN [18] as the backbone module for feature aggregation. Overall, it consists of three modules: Frustum proposal, mask segmentation, and 3D bounding box estimation.

#### 3.3.1 Frustum proposal

In this module, we leverage a 2D detector to detect peanut pods from frontal view images. Specifically, we use yolov5 detector whose weights are trained on ImageNet data before applying transfer learning to detect peanut pods in our data. After detecting the proposed regions for pods in 2D images, we use the corresponding 3d reconstruction from PeanutNeRF. This is done so that the proposed region of pod in 2D image can be lifted to the corresponding 3D frustum. After estimating the 3D frustum, we collect all points in between the frustum to obtain frustum point clouds.

#### 3.3.2 Mask segmentation

The obtained frustum point clouds contain points belonging to the target pod, as well as irrelevant categories of foreground occlusion and background clutter. We train PVCNN as a pointwise binary segmentator, to distinguish between the target object (pod) and distractors (frontal occlusion and background clutter). PVCNN utilizes point-voxel convolution for feature aggregation in point clouds. After performing the binary segmentation, we filter the points belonging to the target pod. Performing binary segmentation for each frustum allows us to achieve the pod instance segmentation task.

#### 3.3.3 3D bounding box estimation

The obtained frustum point clouds contain points belonging to the target pod, as well as irrelevant categories of foreground occlusion and background clutter. We train PVCNN as a pointwise binary segmentator, to distinguish between the target object (pod) and distractors (frontal occlusion and background clutter). PVCNN utilizes point-voxel convolution for feature aggregation in point clouds. After performing the binary segmentation, we filter the points belonging to the target pod. Performing binary segmentation for each frustum allows us to achieve the pod instance segmentation task.
with pre-defined box dimensions and train the pointnet (referred to as the box estimation net) for regression of residual dimensions. The regression for the box center is achieved in two steps. In the first step, we use pointnet (referred to as T-Net) to regress the center residual. This is performed since in some cases, the center of the bounding box slightly differs from the center of the instance mask. Therefore this slight difference is regressed by the T-net as center residual. Additionally, the box estimation net containing outputs for box dimension also contains outputs for center residual from instance mask. The residual is combined with the center residual predicted from T-net and masked points’ centroid to recover an absolute center as represented in Equation (6):

\[ C_{\text{pred}} = C_{\text{mask}} + \Delta C_{\text{t-net}} + \Delta C_{\text{box-net}} \]  
(6)

The three networks involving mask segmentation PVCNN, T-net, and box estimation point net are simultaneously optimized with multi-task losses in Equation (7). \( L_{\text{mask}} \) is used for instance segmentation by PVCNN, \( L_{c1-reg} \) is used for T-net, \( L_{c2-reg} \) is used for center regression of box estimation net. \( L_{s-reg} \) are for box size. The corner loss represents the sum of distances between the 8 corners of predicted and ground truth boxes. Softmax is used for the classification task and smooth \( l_1 \) (Huber) loss is used for regression cases.

\[ L_{\text{multi-task}} = L_{\text{mask}} + \lambda(L_{c1-reg} + L_{c2-reg} + L_{s-reg} + \gamma L_{\text{corner}}) \]  
(7)

4. Experiments

In this section, we first evaluate the quality of the 3D reconstruction of PeanutNeRF and compare it against the standard LiDAR approach. To demonstrate the power of PeanutNeRF, we present a preliminary study of using the model learned with PeanutNeRF to help peanut phenotypic analysis—the detection and segmentation of peanut pods.

4.1. Data collection

The data collection was performed for defoliated and foliated peanut plants using a customized setup. Peanut plants are different from many other plants as the plant cannot stand straight by itself being kept in a pot. Moreover, the important parts like pods fruit are below the ground while some important parts like pegs and nodes are above the ground. To allow the scanning of the peanut plant in a way to capture the important parts of the plant along with the whole plant architecture, a cloth dryer was installed with a rod attached to the ceiling and the plant was fixed using the cloth dryer. To set up the plant, the branches of the plants were secured by cloth dryer clips. In this way, the plant’s branches are widely spread around so that the plant’s architecture along with pods and pegs were mostly detectable by the sensor as shown in Figure 5. To perform the 3D reconstruction of the frontal view of the plant, plain cloths are arranged in the background. The video clips covering a 360-degree view of the plant do not have a plain background.

![Figure 5. Data collection setup.](image-url)

4.2. Experimental setting

The Nerfacto model was trained separately for each plant’s data. The overlapping images are extracted and Colmap [27, 28] is used to extract the poses of each image. To perform the 3D reconstruction of video covering the entire plant with a 360-degree view, camera poses were selected from the validation set images and ray tracing was performed. The Nerfacto model was queried in this to predict RGB value and density for each query during the ray tracing process. For frontal view reconstruction, the camera poses were selected manually using NeRF Studio viewer tool [36] so that the plant covered most of the image. In the case of the frontal view plant, the Nerfacto model was used to extract the image as well as the corresponding point cloud for each selected camera pose. Our PeanutNeRF model was trained with an Adam optimizer with a learning rate of 0.01. The training was performed for 30,000 iterations. Each training iteration used a batch of 4096 rays where as the NeRF model was trained with rectified Adam optimizer with a learning rate of 0.0005. The training was performed for 1,000,000 iterations and each iteration used a batch of 1024 rays.

To compare the performance of PeanutNeRF, we use a FARO LiDAR scanner to perform a more standard 3D modeling task of the peanut plant. We performed three LiDAR scans for each selected plant sample. The scans are registered using the FARO Scene software to achieve the 3D model. We normalize both 3D models before comparison so that the result achieved using the LiDAR scans and that from PeanutNeRF are at the same scale.

To train the frustum PVCNN, we prepared a dataset using a selected defoliated and foliated plant. Reconstruction was performed for 7 frontal views from different camera
poses for each plant. The reconstructed point clouds and their corresponding 2D images are collected. The dataset is annotated by first labeling the bounding boxes in the 2D image and then extracting the frustum point cloud corresponding to the 2D bounding box. We have a total of 172 pod samples (train/val split of 150/22) for defoliated and 129 pod samples (train/val split of 109/20) for the foliated plant from 7 views of each plant. As a preprocessing step, all pod sample coordinates were translated by subtracting all coordinates in a pod from the maximum coordinates in that pod sample. We did not normalize as normalization can affect the size as well as the network’s regression output. The frustum PVCNN is trained for 500 epochs with a batch size of 4. Adam optimizer was used with a learning rate of 0.01 and a cosine annealing learning rate scheduler was used. The network was trained separately for defoliated and foliated categories. During validation, we evaluated the performance of Frustum PVCNN on frustums in the validation set which are extracted from manually labeled 2D bounding boxes and precision refers to the percentage of predictions above a certain threshold. For inference on the test set, we first used yolov5 detector for performing the detection. The 2D detected pods are used to extract corresponding frustum point clouds which were input to Frustum PVCNN for mask segmentation and bounding box prediction.

### 4.3. Evaluation metrics

To evaluate the 3D reconstruction performance of PeanutNeRF, we measure two types of metrics.

First, we evaluate the image synthesis results from camera poses in the validation set and compare them with ground truth images. Peak signal-to-noise ratio (PSNR), structural similarity index measure (SSIM), and learned perceptual image patch similarity (LPIPS) are used.

\[
PSNR = 10 \cdot \log_{10} \left( \frac{MAX^2}{MSE} \right)
\]

where

\[
MSE = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i, j) - K(i, j)]^2
\]

and \( MAX_i \) is the maximum pixel value of the image.

\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{\mu^2_x + \mu^2_y + c_1(\sigma^2_x + \sigma^2_y) + c_2}
\]

where \( \mu_x \) is the pixel sample mean of \( x \); \( \mu_y \) is pixel sample mean of \( y \); \( \sigma^2_x \) the variance of \( x \); \( \sigma^2_y \) the variance of \( y \); \( \sigma_{xy} \) the covariance of \( x \) and \( y \); \( c_1 \) and \( c_2 \) are two variables to stabilize the division with weak denominators. \( L \) is the dynamic range of the pixel values. \( k_1 = 0.01, k_2 = 0.03 \).

We also evaluate the 3D point cloud obtained from PeanutNeRF. To compare the level of noise, chamfer distance is used as shown in Equation (11) to estimate the distance of a noisy point cloud from its cleaned version.

\[
CD(S_1, S_2) = \frac{1}{|S_1|} \sum_{x \in S_1} \min_{y \in S_2} \|x - y\|_2^2 + \frac{1}{|S_2|} \sum_{y \in S_2} \min_{x \in S_1} \|x - y\|_2^2
\]

where \( S_1 \) and \( S_2 \) represents the two point clouds.

The LPIPS [39] is used to estimate the similarity between the activations of two image patches. The high value of LPIPS corresponds to more distance and dissimilarity between the image patches while the low distance shows that the image patches are similar. For pod detection evaluation, we report the precision of pod samples with IoU thresholds of 0.5, 0.6, and 0.7 to determine the true positives.

### 4.4. Results and discussion

Our experiments show that the performance of Nerfacto is significantly higher than that of NeRF as shown in Table 1. The PSNR for Nerfacto exceeded 25 while that for NeRF was less than 18 for both foliated and defoliated plants. Similarly, Nerfacto showed a higher SSIM (more than 0.8). The LPSIS obtained using Nerfacto was less than half of that obtained using NeRF.

<table>
<thead>
<tr>
<th>Type</th>
<th>Method</th>
<th>LPIPS</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foliated</td>
<td>NeRF</td>
<td>0.4407</td>
<td>16.26</td>
<td>0.7587</td>
</tr>
<tr>
<td></td>
<td>Nerfacto</td>
<td>0.1067</td>
<td>25.61</td>
<td>0.8642</td>
</tr>
<tr>
<td>Defoliated</td>
<td>NeRF</td>
<td>0.4568</td>
<td>17.32</td>
<td>0.7194</td>
</tr>
<tr>
<td></td>
<td>Nerfacto</td>
<td>0.1432</td>
<td>25.99</td>
<td>0.8089</td>
</tr>
</tbody>
</table>

Table 1. Performance of NeRF and Nerfacto on the defoliated and foliated plant.

Comparison of noise among the point cloud registered from LiDAR scans and that reconstructed using nerfacto show that LiDAR-based plant model contains more noise when measured in terms of the Chamfer distance. The noise in the foliated and defoliated plants are compared with the manually-cleaned versions. In addition, denoised versions were formed by applying the statistical outlier removal method with a nearest neighbor value of 6 and standard deviation multiplier (nSigma) value of 1, 5, and 10. Chamfer distance of denoised and raw version with the manually cleaned version is significantly lower in the case of nerfacto-based reconstruction compared to the model from LiDAR scans as illustrated in Table 2. The Chamfer distance in the case of LiDAR-based model is more than 5 times that of nerfacto-based model in both foliated and defoliated plants.
It was observed that by decreasing the nSigma value, the denoising becomes more aggressive, and the Chamfer distance from the manually cleaned version is the lowest. While with the highest nSigma value (10), the denoising is less aggressive and the distance is closer to the raw result. These quantitative results were also supported by the visualization of 3D models as illustrated in Figure 6. In addition, we observed that the thin parts including pegs in the defoliated plant were missed in the LiDAR capture while they were mostly captured in nerfacto based reconstructed as shown in Figure 6.

We also analyzed performance using four positional encodings in Nerfacto. Frequency encoding from the original study [20] was used which encodes input coordinates as sinusoidal of various frequencies. Hash grid encoding [21] was used that adapts to the training data distribution and inherits the benefits of the Hash table for efficient performance. In one blob encoding [22], a kernel is used to

<table>
<thead>
<tr>
<th>Type</th>
<th>Denoising level</th>
<th>Nerfacto</th>
<th>LiDAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defoliated</td>
<td>nSigma=1</td>
<td>0.97</td>
<td>28.13</td>
</tr>
<tr>
<td></td>
<td>nSigma=5</td>
<td>2.11</td>
<td>42.81</td>
</tr>
<tr>
<td></td>
<td>nSigma=10</td>
<td>2.82</td>
<td>44.39</td>
</tr>
<tr>
<td></td>
<td>Raw result</td>
<td>3.39</td>
<td>44.55</td>
</tr>
<tr>
<td>Foliated</td>
<td>nSigma=1</td>
<td>1.81</td>
<td>14.86</td>
</tr>
<tr>
<td></td>
<td>nSigma=5</td>
<td>2.24</td>
<td>30.17</td>
</tr>
<tr>
<td></td>
<td>nSigma=10</td>
<td>3.2</td>
<td>32.78</td>
</tr>
<tr>
<td></td>
<td>Raw result</td>
<td>3.66</td>
<td>33.18</td>
</tr>
</tbody>
</table>

Table 2. Chamfer distance (CD) between the manually cleaned point cloud and the raw and denoised data from Nerfactor and LiDAR. Denoising is performed using statistical outlier removal with standard deviation multiplier (nSigma) values of 1, 5, and 10. CD is multiplied by $10^4$. 

Figure 6. Comparison of registration results from LiDAR scans and Nerfacto for a defoliated plant (top two rows) and a foliated plant (bottom two rows). Samples contain raw data and results denoised using statistical outlier removal at std dev multiplier (Std/nSigma) value of 1, 5, and 10.
activate multiple adjacent entries instead of a single one. Spherical harmonics (SH) [7] was used to apply the encoding of high-frequency functions on manifolds. It was observed that the choice of positional encoding significantly impacts the performance metrics for both foliated and defoliated plants. (Table 3). We observed that using Hash grid-based positional encoding can achieve better performance. The PSNR achieved using Hash grid encoding was more than 25 while it was less than 23 using other encodings. The LPSIS using spherical harmonics, frequency, and one blob encoding was more than 3 times that achieved using hash encoding. Similarly, the SSIM using Hash encoding exceeded 0.8 and was higher than other encodings.

<table>
<thead>
<tr>
<th>Type</th>
<th>PE</th>
<th>LPIPS</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Defoliated</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hash grid</td>
<td>0.1067</td>
<td>25.61</td>
<td>0.8642</td>
<td></td>
</tr>
<tr>
<td>SH</td>
<td>0.4263</td>
<td>19.52</td>
<td>0.7808</td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>0.4313</td>
<td>20.88</td>
<td>0.7795</td>
<td></td>
</tr>
<tr>
<td>One blob</td>
<td>0.3964</td>
<td>22.27</td>
<td>0.7847</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Foliated</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hash grid</td>
<td>0.1432</td>
<td>25.99</td>
<td>0.8089</td>
<td></td>
</tr>
<tr>
<td>SH</td>
<td>0.4609</td>
<td>20.22</td>
<td>0.7288</td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>0.4635</td>
<td>20.45</td>
<td>0.7283</td>
<td></td>
</tr>
<tr>
<td>One blob</td>
<td>0.4815</td>
<td>22.07</td>
<td>0.7417</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Nerfacto performance at different Positional (PE) encodings. (SH represents spherical harmonics encoding.)

Figure 7. Visualization of mask instance segmentation. The predicted mask in each frustum is represented by a different color.

Figure 8. Pod detection results on the validation set. The bounding boxes are represented in blue outline.

In the task of 3D pod detection, the network showed almost similar performance for both foliated and defoliated categories and the precision achieved at the IoU threshold of 0.5 is around 70% and it is more than 45% as the IoU threshold is increased to 0.7 (Table 4). The mask instance segmentation shows a mean IoU of more than 0.8 and most masks for pods were correctly predicted as shown in Figure 7. In some cases, mask segmentation showed errors. Therefore, the bounding box dimension and center regression showed high error from ground truth and the IoU of the predicted box with the ground truth box was less than 0.4. These bounding boxes were considered as missed detection in the validation dataset. The detected pods on the validation set showed mostly detected pods and few missed pods as illustrated in Figure 8. The proposed method has some limitations. Using frustum PVCNN, the pods are detected only in frontal-view point clouds. Additionally, the nerfacto model has to be trained per plant.

5. Conclusion

We presented the use of NeRF for 3D reconstruction of peanut plants. The Nerfacto method showed better results than the original NeRF and is able to recover most of the thin plant parts. We trained Frustum PVCNN on the frontal view reconstructed point clouds and corresponding 2D images of the selected defoliated plant to achieve 3D pod detection. In future studies, we aim to perform detection from reconstruction covering a 360-degree view of the plant. In addition to pod detection, we aim to detect the thin parts including pegs recovered from the 3D reconstruction.
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