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Abstract

Low quality capture and obstruction on fingers often re-
sult in partially visible fingerprint images, which imposes
challenge for fingerprint recognition. In this work, mo-
tivated from the practical use cases, we first systemati-
cally studied different types of partial occlusion. Specif-
ically, two major types of partial occlusion, including six
granular types, and the corresponding methods to simu-
late each type for model evaluation and improvement were
introduced. Second, we proposed a novel Robust Partial
Fingerprint (RPF) recognition framework to mitigate the
performance degradation due to occlusion. RPF effec-
tively encodes the knowledge about partial fingerprints
through occlusion-enhanced data augmentation, and ex-
plicitly captures the missing regions for robust feature ex-
traction through occlusion-aware modeling. Finally, we
demonstrated the effectiveness of RPF through extensive
experiments. Particularly, baseline fingerprint recognition
models can degrade the recognition accuracy measured in
FRR @ FAR=0.1% from 14.67% to 17.57% at 10% occlu-
sion ratio on the challenging NIST dataset, while RPF in-
stead improves the recognition performance to 9.99% un-
der the same occlusion ratio. Meanwhile, we presented a
set of empirical analysis through visual explanation, match-
ing score analysis, and uncertainty modeling, providing in-
sights into the recognition model’s behavior and potential
directions of enhancement.

1. Introduction
Fingerprint recognition refers to identifying or verifying

a person based on their fingerprints. It is an active research
area with numerous practical applications. One crucial step
in fingerprint recognition is to effectively and efficiently
extract representation from fingerprint images in order to
perform matching. Recent advances in deep learning have
made significant strides in vision-based biometrics. It not
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only simplifies the traditional methods that heavily rely on
hand-crafted features such as minutia map [6,11,12,24], but
also demonstrates promising accuracy and efficiency com-
pared to feature engineering methods [18, 36, 37]. How-
ever, current deep learning-based models primarily consider
complete biometrics data as input, limiting their perfor-
mance in practice where partial observations due to occlu-
sion or incomplete image capture are common.

Existing fingerprint recognition models typically con-
sider three types of fingerprint data: contactless finger-
prints, latent fingerprints, and rolled/plain fingerprints. In
contactless fingerprint recognition, some methods consider
partial fingerprints, but only those caused by misalign-
ment [31, 45], while some other works neglect the possi-
bility of missing regions [15, 19]. Latent fingerprints, usu-
ally collected from uncontrolled environments, can be low
image quality and can miss part of fingerprints [6]. Some
work [30, 48] aim to recover the low quality or missing re-
gions for recognition, but obtaining prior knowledge for full
image restoration is difficult due to significant variations in
the collection condition. Among these three types of fin-
gerprints, rolled/plain fingerprints are more widely used in
commercial products. These rolled/plain fingerprint data
are typically collected using a fingerprint scanner with well-
controlled data acquisition environment, resulting in high
quality impressions. Nevertheless, partial observations can
still occur due to external occlusion, poor scanner quality,
incomplete capture, etc. Some work [8, 14, 51, 52] present
customized neural network architectures and loss functions
to extract robust feature directly from partially observed
fingerprints. However, there lacks a systematic study on
the sources of partial observations and their impact on the
model performance, leading to ineffective handling of par-
tial fingerprints.

In this work, we developed robust partial fingerprint
recognition model focusing on rolled/plain fingerprints as it
is widely used in practice yet the partial fingerprint issue is
often overlooked. We first identified different types of par-
tial fingerprints that may occur in practical use cases. Then,
we proposed a robust partial fingerprint recognition model
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that builds upon occlusion-enhanced data augmentation and
occlusion-aware modeling. We demonstrated its effective-
ness through extensive experimentation and provided sev-
eral empirical analysis to interpret the model behavior. To
summarize, our main contributions include:

• A systematic characterization of different types of par-
tial fingerprints with the corresponding methods to
simulate them for modeling partial fingerprints.

• A robust partial fingerprint recognition framework i.e.
RPF, that effectively utilizes the knowledge of par-
tial fingerprints through occlusion-enhanced data aug-
mentation and occlusion-aware modeling. Extensive
experiments demonstrate the advantages of RPF over
the-state-of-the-art methods, particularly in its robust-
ness for partial fingerprints recognition.

• A set of empirical analysis that provide valuable in-
sights into the model’s behavior, leading to more in-
formed decisions on how to improve its performance.

2. Related Work
We begin by discussing the application of deep learning

to fingerprint recognition, including earlier studies of partial
fingerprint recognition. We then summarize closely related
work in face recognition and other computer vision tasks
that address input with occlusion.
Fingerprint Recognition with Deep Learning: Deep
learning-based fingerprint recognition has gained increas-
ing interest in recent years. Nguyen et al. [35] used a deep
learning model to extract accurate minutiae maps. [5,12,44]
adopted deep learning models to directly extract image fea-
tures, which are further combined with traditional minu-
tiae map estimates to produce more discriminatory fea-
tures. These deep fingerprint recognition models, however,
mainly consider fully observed fingerprints, and their ro-
bustness to partial fingerprints has not been well-studied.

When dealing with partial fingerprints, several methods
relied on local-patch information for matching [8, 14, 25],
ignoring the global information. Others designed neural
network architectures [22, 45, 51] and loss function [52] for
robust feature extraction. However, existing methods are
limited to certain types of partial fingerprints, such as in-
complete images captured by small-area fingerprint scan-
ners [51] or partial observation due to misalignment [45].
In contrast, we systematically study different types of par-
tial fingerprints (e.g. object blocking, corner cropping, etc.).
To effectively handle partial fingerprints, we developed ro-
bust models considering different strategies inspired by the
work as discussed below.
Related Research Handling Occlusion: There are several
common approaches for handling occlusion in face recog-
nition [9, 10, 42, 46, 47, 53] and other applications, such

as facial landmark detection [54], 3D human body recon-
struction [29], and multi-view depth estimation [3]. One
approach is to use occlusion-enhanced data augmentation,
i.e. augmenting training data with synthetic occlusion. For
example, augmenting training images with synthetic face
masks can effectively improve the robustness to mask oc-
clusion [32, 49]. However, exploration of such strategy in
fingerprint domain remains limited. We are the first to sys-
tematically study the possible cases of partial fingerprints
and effectively leverage these knowledge to improve model
robustness. Another approach is occlusion-aware model-
ing, that explicitly captures the occlusion region and ex-
tracts an attention map to effectively weight image features
[29, 38, 43, 50, 54]. Inspired by the occlusion-aware models
proposed in other domains, we exploited occlusion-aware
modeling for fingerprint recognition. Particularly, our ap-
proach predicts a flexible fingerprint area map to accommo-
date various occlusion patterns and effectively generate the
attention map for weighting image features.

To gain deeper insights into the recognition behavior,
[40] used a gradient-based visual localization method to
show the importance region for classification, while [34]
built a salience map to illustrate the matching behaviors of
face recognition models. These insightful analysis, how-
ever, are missing for fingerprints. In this work, we con-
ducted detailed empirical studies to characterize the behav-
ior of fingerprint recognition models. Meanwhile, miss-
ing of information typically results in large uncertainty in
recognition. Despite uncertainty modeling have been ex-
plored in various computer vision tasks [3, 7, 17, 26, 27, 33,
41], it has not been well-studied for fingerprints. Therefore,
we leveraged uncertainty modeling to analyze the chal-
lenges associated with partial fingerprint recognition and
identified opportunities for further improvements.

3. Methods
3.1. Problem Statement

Our focus in this paper is on image-based fingerprint ver-
ification in the presence of partial fingerprints. The goal is
to determine if a template and a query belong to the same
identity (genuine pair) or a different identity (imposter pair).
For experimental evaluation, we focus on the rolled/plain
fingerprints, and assume that both the template and query
fingerprints have a similar alignment but part of the finger-
print could be missing due to various reasons.

3.2. Different Types of Partial Fingerprints
In practice, occlusion or being out of the field-of-view

(FoV) during image acquisition often results in an incom-
plete fingerprint capture, losing biometric information. Be-
low we summarize the common cases of these partial finger-
prints. We use occlusion ratio (OR) to measure the loss of
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Figure 1. Simulation examples of different types of partial finger-
prints at different ORs.

information. Specifically, we obtain the fingerprint area uti-
lizing OpenCV [4]’s build-in edge detection and image mor-
phology functions. Denoting the fingerprint area as sf and
the occluded fingerprint area as so, we define OR = so

sf
. We

generate different partial fingerprints at different ORs with
examples shown in Figure 1. We now discuss each type of
partial fingerprints and our approach to simulate them.
Partial Fingerprints due to Occlusion: In practice, occlu-
sion can occur due to dirt on fingers, poor quality of the
fingerprint scanner, or intrusion of external objects. On this
premise, we categorize the occlusion into three scenarios
according to the cause:

• Diffused blocking (Figure 1-i(a)) simulates dirt, grease
or sweat attached to the finger via blending the original
image with black colors. We use 2D isotropic Gaus-
sian distribution with mean µ, diagonal and equal vari-
ance �2 to describe the blending weight. During sim-
ulation, we randomly select µ and empirically specify
the variance as �2 = 5so

⇡ , meaning the standard devi-
ation is the radius of a circle with area equaling to

p
5

times of the desired occluded area.
• Patch blocking (Figure 1-i(b)) considers the occlusion

due to dust or scratches on the fingerprint scanner and
is simulated by blocking the pixels within a randomly
selected patch. In details, the center of the patch to
block is randomly selected, and the fingerprint pixels
closest to the patch center within the occluded area so
are erased (we use “inf” norm to measure the distance,
resulting to rectangle patch).

• Object blocking (Figure 1-i(c)) simulates external ob-
ject obstruction by occluding part of the image us-
ing the material textures from the ALOT dataset [1].
ALOT includes in total of 27500 texture images, vary-

ing illumination angle, color, and viewing angle. For
object blocking, object center is randomly selected
with the object size specified by OR. Meanwhile, the
object shape can be ellipse or quadrilateral with ran-
dom scale of the major axis to the minor axis and ran-
dom direction of the major axis.

Partial Fingerprints due to Being Out of FoV: When the
fingerprints are out of FoV, parts of the fingerprints that are
close to the image boundary are cropped out. Based on our
observation, there are three most common cases:

• Corner cropping (Figure 1-ii(a)) simulates the situa-
tion where one of the corners of the fingerprint image
is out of FoV, and is generated by cropping out the
corner using a straight line. Specifically, we first ran-
domly select one of the four image corners to crop. For
one side of the selected corner, we randomly select an
anchor position. The cutting line is then obtained by
finding the other anchor on the other side of the corner
so that the cropped area equals to the specified OR.

• Side cropping (Figure 1-ii(b)) refers to the scenario
where the finger is not well aligned with the capturing
device. Such misalignment typically results in miss-
ing of multiple corner areas. We generate this type of
partial fingerprints by cropping the fingerprint images
using two perpendicular lines. The intersection and di-
rection of the two lines are randomly specified, with
the cropped area equal to so.

• Box cropping (Figure 1-ii(c)) represents incomplete
image capture due to improper finger pressing or using
small-area fingerprint scanners. It involves retaining a
rectangular region of the original fingerprint. Specifi-
cally, we randomly select an anchor position and keep
the pixels closest to the anchor position within the de-
sired observed area sf � so, while removing the other
pixel values. The distance is measured via “inf” norm,
leading to a rectangular partially observed area.

3.3. Robust Partial Fingerprint (RPF)
3.3.1 Baseline Fingerprint Recognition Model

We utilize Convolutional Neural Networks (CNN) to extract
feature embedding from input fingerprint images. Match-
ing is then performed based on a matching score e.g. cosine
similarity computed between the feature embeddings of the
template and query fingerprints. We illustrate such baseline
framework in Figure 2. Specifically, we construct a baseline
model using a ResNet50 [21] to extract feature embedding
and a fully connected layer to predict identity. During train-
ing, the baseline model is trained in a supervised manner
utilizing Arcface [9] as the classification loss Lcls. Specifi-
cally, for a training sample i,

Lcls,i =
er·cos ✓i+d

er·cos ✓i+d +
P

j 6=i e
r·cos ✓j , (1)
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Figure 2. Overview of the baseline fingerprint recognition model.

where r and d are hyperparameters presenting the weight
of the feature normalization factor and the desired margin
between classification boundary, respectively. The overall
training loss is L =

PN
i=1 Lcls,i, where N is the total num-

ber of training samples. During testing, only the feature
embedding is needed. If the cosine similarity between two
embeddings is higher than a pre-defined threshold, we de-
termine a pair of fingerprints is matched.

Despite the usage of the advanced model architecture
and classification loss function, the performance of baseline
model can suffer from the partial fingerprints given exist-
ing fingerprint data are mostly complete. In this paper, we
introduce RPF, which combines novel occlusion-enhanced
data augmentation and occlusion-aware modeling for im-
proving model robustness to partial fingerprints. These two
key components can be easily incorporated into different
frameworks with details described in the following.

3.3.2 Occlusion-enhanced Data Augmentation

Data augmentation has been widely used in deep learning
model training to improve model robustness. Traditional
data augmentation (T-Aug) for fingerprint recognition in-
cludes the application of random affine transformations to
training data, which, however, can not well compensate for
the performance degradation due to various of partial fin-
gerprints. In this work, we introduce a novel data augmen-
tation method, Occlusion-enhanced AugMix (O-AugMix),
that effectively utilized the knowledge of partial fingerprints
to enhance the robustness against partial fingerprints.

O-AugMix improves on a state-of-the-art data augmen-
tation technique, Augmix [23], by introducing additional
occlusion related data augmentation. To begin with, Aug-
mix improves T-Aug by mixing the augmented images
with the original image and utilizing an additional Jensen-
Shannon Divergence (JSD) loss to encourage feature con-
sistency. Our proposed O-AugMix effectually enhances
AugMix by further applying the comprehensive partial fin-
gerprint simulation methods to augment data, allowing han-
dle different types of partial fingerprints that may occur in
practice. The pseudocode and illustration of O-AugMix is

Algorithm 1 Occlusion-enhanced AugMix.
1: Input: Original image xorig , Operations

O ={different partial fingerprint simulation methods,
rotation, scaling, translation}.

2: function AUGMENTANDMIX:(xorig , k, ↵)
3: Fill xaug with zeros
4: Sample adding weights:
5: (w1, ..., wk) ⇠ Dirichlet(↵, ...,↵)
6: for i=1,...,k do
7: Apply one of operation opi in O

8: xaug  xaug + wiopi(xorig)
9: end for

10: Sample weight m ⇠ Beta(↵,↵)
11: Obtain the mixed image
12: xaugmix  mxorig + (1�m)xaug

13: Return xaugmix

14: end function
15: xaugmix1 = AugmentAndMix(xorig)
16: xaugmix2 = AugmentAndMix(xorig)

Figure 3. Illustration of O-AugMix.

in Algorithm 1 and Figure 3, respectively. The augmented
and original images are then used to compute the JSD loss
to encourage feature consistency between the two:

LJS =
1

3

�
JSD(pxorigkpxaugmix1) + JSD(pxorigkpxaugmix2)

+ JSD(pxaugmix1kpxaugmix2)
�
,

(2)

where p{·} is the output probability distribution given differ-
ent input images, JSD(·k·) measures the JSD between two
probability distributions.

3.3.3 Occlusion-aware Modeling

Occlusion-aware models explicitly characterize the missing
parts to extract more robust features. Inspired by a state-of-
the-art occlusion-aware face recognition model [50], we ef-
fectively model occlusion by introducing an additional seg-
mentation branch as illustrated in Figure 4. The segmenta-
tion branch predicts fingerprint area. We then use the seg-
mentation features to generate attention masks and weigh
image features at different feature levels. Instead of only
predicting specific occlusion patterns, the proposed seg-
mentation branch directly estimates visible fingerprint area
to accommodate different types of occlusions, leading to
more robust feature extraction. Incorporating the occlusion-
aware modeling utilizes an additional segmentation loss:

Lseg =
P

i

P
k �(yik log ŷik + (1� yik) log (1� ŷik)), (3)
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Figure 4. Overview of the proposed occlusion-aware model.

where yik and ŷik are the fingerprint area label and predic-
tion for image pixel k of training sample i, respectively.

Assembling the training losses utilized by O-AugMix
(Section 3.3.2) and occlusion-aware modeling (Sec-
tion 3.3.3), we train RPF with the total training loss:

L = Lcls + �JSLJS + �segLseg, (4)

where �JS = 0.1 and �seg = 2 are the corresponding
weights, which we determined empirically in experiment.

During training, we augment training data via O-
AugMix and train RPF using Equation 4. During testing,
we use RPF to extract feature embeddings of a fingerprint
pair and perform matching based on the cosine similarity.

4. Experiments
We first introduce the experiment protocol, including the

datasets, evaluation metrics and implementation details. We
highlight the robustness of RPF through the evaluation on
different types of partial fingerprints as discussed in Sec-
tion 4.1. We demonstrate RPF is efficient, and effective in
addressing the partial fingerprint recognition with compari-
son to the state-of-the-art methods (SOTAs) in Section 4.2,
followed by the ablation study in Section 4.3.
Datasets: We use PrintsGAN [13] and NIST [16] for train-
ing and evaluation. In addition, a partial fingerprint subset
of NIST, NIST-Partial, is curated to further study the model
robustness to partial fingerprints. Specifically, PrintsGAN
is a large scale synthetic dataset containing 35,000 unique
generated fingerprint identities. NIST is a real fingerprint
dataset with data quality varying greatly among the sen-
sors. We consider the following 17 sensors: A, B, C, E,
F, G, J, K, L, M, N, P, Q, R, S, U, and V, resulting a to-
tal of 2,000 unique fingers. NIST-Partial includes the test
images from challenging sensors A, B, C, E, F, and G. The
fingerprints collected by these sensors are mostly partially
observed, with blurred regions and out of FoV acquisitions.
To split train/validation/test data, we use 80%/10%/10%. To
generate the genuine and imposter pairs, we enumerate all
the testing image combinations without repetition (for each

Table 1. Dataset splitting of PrintsGAN, NIST, and NIST-Partial
datasets. “Avg. Impre.” denotes the average number of impres-
sions of each fingerprint.

Datasets Train/Val/Test
Image Number

Avg.
Impre.

Number of Pairs

GenuineImposter

PrintsGAN 420K/52.5K/52.3K 15 3672.9K6116.3K
NIST 20K/2.5K/2.5K 12 15.1K 3229.7K

NIST-Partial -/-/1.1K 12 2.3K 551.6K

subject, we use one impression). The detailed dataset statis-
tics is shown in Table 1. NIST-Partial is not used for train-
ing. We hence only report the number of its testing images.
Evaluation metrics: The evaluation metrics we use is False
Rejection Rate (FRR) @ certain False Acceptance Rate
(FAR), a typical metrics in biometric verification. Here
FRR refers to the rate of mis-classifying genuine pairs as
imposter pairs and FAR refers to the rate of mis-classifying
imposter pairs as genuine pairs.
Implementation details: The image data is resized to
224⇥224 resolution while keeping the original aspect ra-
tio. We use Adam optimizer [28] with weight decay of 5e-4
and a third order learning rate decay. More implementation
details and hyperparameters setting are in Supp. A.

4.1. Impact Analysis of Partial Fingerprints

We demonstrate that standard recognition models can
have severe performance degradation due to partial obser-
vation, while RPF is robust to different types of partial fin-
gerprints. Specifically, we evaluate the baseline model and
RPF on different types of partial fingerprints at different
ORs. During evaluation, we only consider query finger-
prints are partially observed (we demonstrate in Supp. B
that performance degradation is more severe when both the
template and query fingerprints are partially observed). The
evaluation results are illustrated in Figure 5.

For baseline model (blue lines in Figure 5), occlusion
(Figure 5-i) leads to larger performance degradation com-
pared to being outside FoV (Figure 5-ii). We hypothesize
the reason is that the fingerprint data used to train the recog-
nition models typically do not include blockages, but of-
ten exhibit mis-alignments. As a result, the trained mod-
els are less robust to occlusions compared to being out of
FoV. Moreover, among all these partial fingerprints, ob-
ject blocking (Figure 5-i(c)) causes the most severe per-
formance degradation. This is due to object blocking not
only removes fingerprint pixels, but also introduces new
texture patterns, creating additional challenges for recogni-
tion. Furthermore, diffused blocking (Figure 5-i(a)) results
in larger performance degradation even when OR is small
as the blurred area in diffused blocking is larger than other
types of partial fingerprints.
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Figure 5. Evaluation of the baseline, O-AugMix, and RPF on different partial fingerprints (different columns) at different ORs on Prints-
GAN (top row) and NIST (bottom row). O-AugMix denotes RPF without occlusion-aware modeling. For each type of partial fingerprints,
we compute FRR (%) @ FAR=0.1% for 5 times (10 times for NIST) with randomly generated partial query fingerprints and report the
mean and scaled standard deviation (error bar along each line). We omit the results after 25% OR as the degradation becomes too large.

Table 2. Comparison with SOTAs on NIST and NIST Partial datasets in model parameters, inference speed, and verification accuracy.
For verification accuracy, the FRR numbers are in percentage with value the smaller the better. “ResNet50-Baseline” and “MobileNetV2-
Baseline” are the baseline models with different backbones.

Method Number of
Parameters

Inference Speed
(Nvidia V100)

NIST, FRR@ NIST-Partial,
FAR=0.1% FAR=0.01% FRR@FAR=0.1%

Verifinger ISO matcher [2] - 600ms 7.67 9.84 12.49
Verifinger proprietary matcher [2] - 600ms 5.28 7.99 9.47
Deepprints [12] 76.93M 40.4ms 22.02 40.96 30.81
ResNet50 + ViT Concat [20] 47.56M 35.7ms 8.48 15.41 13.06
ResNet50-Baseline [21] 20.56M 11.1ms 14.67 22.41 19.98
MobileNetV2-Baseline [39] 2.26M 8.4ms 16.17 25.66 21.12
Ours 36.40M 24.1ms 8.52 14.37 12.23

Compared to the baseline method, RPF (green lines in
Figure 5) not only successfully mitigates the performance
degradation due to partial fingerprints but also improves
the absolute model performance (0% OR). Particularly, the
advantages of RPF become more significant when OR be-
comes larger. Additionally, the images in PrintsGAN are
mostly complete, while NIST is a challenging dataset in-
cluding partial fingerprints. RPF demonstrates a more sig-
nificant mitigation of performance degradation on Prints-
GAN (Figure 5 top row), while providing more substantial
improvements in absolute performance on NIST (Figure 5
bottom row). Furthermore, RPF performs consistently well
on different types of partial fingerprints. Comparing to only
using O-AugMix, further exploiting occlusion-aware mod-
eling provides better absolute performance and more perfor-
mance mitigation on partial fingerprints with larger OR. But
we are also aware that only using O-AugMix can better han-
dle diffused blocking (Figure 5-i(a)). For diffused blocking,
predicting effective feature masks is challenging as the dif-
fused region is not totally erased but blended with black
pixels. Given the success of the occlusion-aware modeling
in handling other types of partial fingerprints, we believe

characterizing the diffused regions with more advanced seg-
mentation models should provide further improvements.

4.2. Comparison with State-of-the-Arts (SOTA)

We compare RPF with SOTA commercial matchers and
deep fingerprint recognition models as the results sum-
marized in Table 2. Comparing to Verifinger (Table 2
row 1-2), a commercial system utilizing more complex
feature extraction and matching models trained with ad-
ditional data, RPF and other deep learning-based meth-
ods achieve competitive accuracy but with much bet-
ter efficiency (average of ⇠20ms relative to Verifin-
ger’s ⇠600ms for a single fingerprint pair). Moreover,
FRR@FAR=0.1% of Verifinger ISO and Verifinger Pro-
prietary degrades by (12.49-7.67)/7.67=62.84% and (9.47-
5.28)/5.28=79.36%, respectively. In contrast, ours degrades
by (12.23-8.52)/8.52=43.54%, highlighting that Verifinger
is susceptible to partial fingerprints while our approach
has better robustness. Moreover, RPF outperforms exist-
ing deep learning-based methods (Table 2 row 3-6) on both
NIST (FRR@FAR=0.01%) and NIST-Parial, where the data
are mostly partially observed. Existing deep fingerprint
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Table 3. Ablation of RPF on PrintsGAN, NIST, and NIST-Partial. OM denotes occlusion-aware modeling. The FRR numbers are in
percentage with value the smaller the better.

Method Training Loss PrintsGAN, NIST, FRR@ NIST-Partial,
Lcls LJS Lseq FRR@FAR=0.1% FAR=0.1% FAR=0.01% FRR@FAR=0.1%

Baseline X 0.046 14.67 22.41 19.98
Baseline + T-Aug X 0.017 8.97 15.24 13.32

Baseline + AugMix X 0.016 9.11 14.84 13.32
Baseline + O-AugMix X X 0.016 8.78 14.80 12.71

RPF: Baseline + O-AugMix + OM X X X 0.015 8.52 14.37 12.23

recognition models, such as Deepprints and ResNet50-ViT,
also require combining the image features extracted by the
deep models with minutiae features, while RPF achieves
better performance by only using the occlusion-enhanced
data augmentation and occlusion-aware modeling for robust
feature extraction.

4.3. Ablation Study
We conduct an ablation study to demonstrate the effec-

tiveness of each component of RPF in Table 3. Starting
from the vanilla baseline model, we evaluate the model per-
formance of further using T-Aug, AugMix, O-AugMix, and
occlusion-aware modeling (Table 3 row 1 to 5). T-Aug and
AugMix are degeneration of O-AugMix that only consider
standard alignment-related data augmentation operations,
such as rotation, translation, and scaling. Given the fre-
quent presence of mis-aligned fingerprint data, employing
T-Aug or AugMix results in improvements over the vanilla
baseline model (Table 3 row 2,3 over 1). Nonetheless,
O-AugMix (Table 3 row 4), by further effectually encod-
ing the knowledge on different types of partial fingerprints,
demonstrates more significant improvements, with substan-
tial boosting on NIST-Partial (Table 3 column 6). It’s worth
mentioning that O-AugMix does not include the photomet-
ric data augmentation used in AugMix as we found the pho-
tometric data augmentations do not provide extra benefits,
probably because the fingerprint data is grayscale without
large photometric variations.

Moreover, introducing RPF’s occlusion-aware modeling
yields additional improvements (Table 3 row 5 over 4). Par-
ticularly, more advantages are demonstrated on NIST and
NIST-Partial, where partial fingerprints are more common.
For example, FRR@FAR=0.1% on NIST-Partial improves
from 12.71% to 12.23%. The proposed occlusion-aware
model enables more robust feature extraction by incorpo-
rating an additional efficient network to accurately cap-
ture the visible fingerprint areas (the segmentation accu-
racy evaluated on NIST’s test set is 95.89% in Intersection-
Over-Union) and effectively predicting the image feature
weighting masks. RPF achieves the best performance by
combining the occlusion-enhanced data augmentation and
occlusion-aware modeling, where both of the two methods

Figure 6. Information distribution captured by GradCAM. Images
are from NIST (column 1-2) and PrintsGAN (column 3-5). More
reddish color indicates higher importance for recognition.

can be easily incorporated into different models to improve
model robustness to partial fingeprints.

5. Empirical Analysis
This section presents empirical analysis from three dif-

ferent perspectives to gain insights into the recognition be-
havior and identify areas for improvement.
Localization of Informative Regions. When finger im-
pression is partially observed, the model must rely on dif-
ferent regions for recognition. Therefore, when developing
recognition models that are robust to partial fingerprints, it
is important to understand the information distribution cap-
tured by a deep recognition model on a fingerprint. Here
we provide visual explanation using GradCAM [40] to il-
lustrate the information distribution. GradCAM has been
widely used for visualizing the importance region recog-
nized by a deep learning model in classification tasks. We
apply GradCAM to the baseline model with example results
shown in Figure 6. We observe that the recognition model
extract information from different finger regions without
a specific focus on any dominant areas. In Supp. C, we
also demonstrate that the performance degradation caused
by missing of information at center position or random re-
gions is similar. In other words, all the fingerprint region
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Figure 7. Images from top to bottom are template, query, query
overlapped with the matching score map from baseline model and
RPF, respectively. Fingerprint pairs are from NIST (column 1-2)
and PrintsGAN (column 3-6). More reddish color in the matching
score map represents larger matching score decrease.

can include important information for recognition purpose.
Therefore, OR is a sensible measure of information loss and
all visible finger regions should be exploited in developing
a robust recognition model.
Illustration of Robust Matching Behavior. To gain deeper
understanding towards the recognition robustness to partial
fingerprints, we study the impact of missing certain regions
on the final matching score. Specifically, for a genuine fin-
gerprint pair with a template It and query Iq , we first com-
pute their matching score mf using the entire image as in-
put. We then occlude Iq at image position (i, j) with patch
blocking, obtaining an occluded query image Iijq . We com-
pute the matching scoring mij using Iijq and It, and calcu-
late score decreasing mf �mij . Finally, we formulate the
full matching score map by evenly introducing patch block-
ing on Iq , like sliding window with constant step size in the
vertical and horizontal directions, and computing the corre-
sponding matching score. For visualization, we resize the
matching score map to the original fingerprint image size.
The values in a matching score map represent the reduction
in matching score due to missing different input regions. In-
tuitively speaking, the larger the value, the more significant
loss of information for matching.

We compare the matching score map generated by the
baseline model and RPF with example results shown in Fig-
ure 7. RPF achieves less matching score decreasing be-
cause RPF is more robust to the partial fingerprints. More-
over, RPF shows more evenly distributed matching score
maps, illustrating that RPF learns discriminative features
from different regions. This analysis further highlights the
advantages of RPF in improving model robustness to par-
tial fingerprints. Meanwhile, utilizing the matching score
map as guidance to learn features from other regions to the
occluded regions can be a promising future direction.

Figure 8. Samples with large (left column) and small (right col-
umn) data uncertainty in NIST (a) and PrintsGAN (b).

Estimation of Uncertainty. Partial fingerprints include
certain regions being occluded or not captured, causing
large uncertainty in recognition. Therefore, estimating the
uncertainty is important in characterizing the problematic
data and developing more robust recognition models. In this
section, we model data uncertainty [26] using DUL [7]. We
present the samples with small and large data uncertainty
in Figure 8. The samples with large data uncertainty are
mostly incomplete, indicating that the captured data uncer-
tainty effectively characterizes the partial fingerprints. We
hence believe exploiting uncertainty modeling for build-
ing robust partial fingerprint recognition framework is a
promising future direction. In Supp. D, we provide details
of implementing DUL and show the captured data uncer-
tainty can be used to construct robust matching score. We
also discuss the benefits of using model uncertainty to select
out the partial fingerprints.

6. Conclusion

We conducted a thorough study of partial fingerprints
that occur in practice and proposed RPF, a robust fingerprint
recognition framework that effectively utilizes occlusion-
enhanced data augmentation and occlusion-aware model-
ing to improve recognition performance. We demonstrated
the effectiveness of RPF, particularly its advantages on han-
dling partial fingerprints through extensive experiments us-
ing synthetic and real fingerprints datasets. In addition,
we present multiple empirical analyses that provide insights
into recognition behaviors and potential areas for improve-
ment. Specifically, our results suggest that extracting ro-
bust features from different regions, such as regions with
less matching score decreasing, or exploiting uncertainty
modeling to characterize problematic data and build a ro-
bust matching score, could be promising future directions.
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