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Abstract

Soccer is more than just a game - it is a passion that tran-
scends borders and unites people worldwide. From the roar
of the crowds to the excitement of the commentators, every
moment of a soccer match is a thrill. Yet, with so many
games happening simultaneously, fans cannot watch them
all live. Notifications for main actions can help, but lack the
engagement of live commentary, leaving fans feeling dis-
connected. To fulfill this need, we propose in this paper a
novel task of dense video captioning focusing on the gener-
ation of textual commentaries anchored with single times-
tamps. To support this task, we additionally present a chal-
lenging dataset consisting of almost 37k timestamped com-
mentaries across 715.9 hours of soccer broadcast videos.
Additionally, we propose a first benchmark and baseline for
this task, highlighting the difficulty of temporally anchoring
commentaries yet showing the capacity to generate mean-
ingful commentaries. By providing broadcasters with a tool
to summarize the content of their video with the same level
of engagement as a live game, our method could help sat-
isfy the needs of the numerous fans who follow their team
but cannot necessarily watch the live game. We believe
our method has the potential to enhance the accessibility
and understanding of soccer content for a wider audience,
bringing the excitement of the game to more people.

1. Introduction

Over the past decade, the quantity and quality of sports
data has increased rapidly. This explosion has been driven
by the benefits of automated analysis in various applications
such as player performance, providing insights into game
strategy [68], and audience involvement. Live text com-
mentaries provide a rich summary of the game to increase
fan engagement for those who do not have time or the possi-
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GT: “OFF THE POST! Edinson
Cavani (Paris SG) drifts into the box
to give his teammate support. He
receives a fantastic pass and shoots
from close range, but it crashes
against the right post! It could have
heen a brilliant goal, unlucky”

GT: “Neymar (Barcelona) struck a
perfect 23-metre free kick. He curls
the ball over the wall and into the
top left corner of the net. Spectacu-
lar technique.”

Figure 1. SoccerNet-Caption. We provide a large-scale
dataset for Single-anchored Dense Video Captioning (SDVC)
in untrimmed soccer broadcast videos. Our SoccerNet-Caption
dataset is composed of 36,894 textual commentaries, temporally
anchored within 715.9 hours of soccer broadcasts. The comments
describe the events occurring in the soccer game with rich factual,
emotional, and sensational content.

bility to watch the game. However, they are usually exclu-
sive to major professional leagues, while other games are
often left out. Moving towards automated solutions rely-
ing on already available equipment is therefore essential for
lower leagues and amateur soccer. Recently, there has been
a growing interest in the research community to automati-
cally generate text based on videos. This task, called Dense
Video Captioning (DVC), represents a significant research
challenge due to the memory footprint of video data and
the complexity of natural language. Besides, most research
focuses on generic descriptions of events and activities in
open-world scenes. However, in soccer, commentaries need
to include rich factual, emotional, and even sensational con-
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tent to engage the fan. Sports is therefore the perfect play-
ground for research in the video and language domain.

In this paper, we publicly release SoccerNet-Caption,
the first dataset for dense video captioning in soccer broad-
cast videos. In particular, we provide 36,894 temporally-
anchored rich textual commentaries describing 715.9 hours
of soccer games. Some examples of comments from our
dataset are shown in Figure 1. Along with the data, we
introduce the new task of Single-anchored Dense Video
Captioning (SDVC), consisting in generating localized cap-
tions describing the soccer game. As a first benchmark, we
propose a two-stage approach including an action spotting
module and a captioning module. More specifically, the
spotting module produces temporal proposals for the cap-
tions. Then, the videos are trimmed around the proposals
and passed to the captioning module to generate captions.
We show in Figure 7 that our approach allows to generate
relevant captions to describe the game with rich semantics,
but that the challenge is still open for major improvements.

Contributions. We summarize our contributions as fol-
lows: (i) We publicly release the largest dataset of soccer
videos annotated with timestamped textual commentaries
describing the game. (ii) We define the novel task of Single-
anchored Dense Video Captioning (SDVC), where captions
are anchored with a single timestamp and need to be gen-
erated in long untrimmed videos. (iii) We propose a first
benchmark to tackle this task and provide a thorough abla-
tion study and analysis.

2. Related Works

Sport understanding. The challenging aspect of sports
video understanding has contributed to its growing popu-
larity as a research focus [44, 66]. At first, methods fo-
cused on video classification [75], including the recogni-
tion of specific actions [35,54], or segmentation of different
game phases during the game [| 1]. More recently, the task
of action spotting was introduced by Giancola et al. [20],
aiming at providing the precise localization of specific ac-
tions within an untrimmed soccer broadcast video. Sev-
eral methods were proposed to automate this process, for
instance, using a context-aware loss [9], camera calibra-
tion and player localization [10], end-to-end training [29],
spatio-temporal encoders [14], graphs-based methods [6],
transformer-based methods [83], or anchor-based meth-
ods [59, 60]. Other methods focused on other aspects of
sports understanding such as player detection [71], player
tracking [41] and identification [62, 72], tactics analysis in
soccer and fencing [64, 84], pass feasibility [3], 3D ball lo-
calization for basketball [69], or 3D shuttle trajectory re-
construction for badminton videos [40].

To support this research, large-scale datasets have been
released, including the ones of Pappalardo et al. [46], Yu

et al. [79], SoccerTrack [55], SoccerDB [33], and Deep-
SportRadar [70]. The SoccerNet dataset, introduced by
Giancola et al. [20], includes benchmarks for 10 differ-
ent tasks related to soccer understanding, such as ac-
tion spotting [16], camera calibration [8], and player re-
identification [8]. Cioppa et al. also introduce the task of
player tracking in long sequences, including long-term re-
identification [12]. Yearly competitions are organized on
this dataset to promote research sports [21]. Our novel
SDVC task data is part of the 2023 challenges.

Video-Language Datasets. Initially, research on video
combined with language focused on video tagging, in-
cluding actions and objects [13, 49, 51]. With the suc-
cesses in image captioning [7, 48] (i.e. describing an im-
age with natural language), research has shifted towards
deep learning approaches for video captioning. Large-
scale multimodal datasets have been introduced thanks
to the rise of automatic speech recognition techniques
and video-sharing platforms. Youtube has been a major
data source for YouTube-8M [1], HowTol00M [43], and
ViTT [30]. Other datasets focused on domain-specific
videos such as cooking: Youcook2 [81] and Tacos [15],
or movies: MAD [61]. Further efforts have been pro-
posed for egocentric vision such as EPIC-KITCHENS-
100 [13], and Ego4D [23]. On top of those datasets, var-
ious tasks have emerged such as video-language ground-

ing [4, 27, 61], video question answering [23, 65], video
clip captioning [18, 25, 53, 78] and dense video caption-
ing [37,81].

Dense Video Captioning. Krishna ef al. [37] introduced
this task, which consists in captioning temporally local-
ized (start and end frame) activities in untrimmed video.
This task differs from traditional video captioning [!8],
where a single caption is generated for short videos, and
dense image captioning [34], where captions describe dif-
ferent regions of an image. Currently, YouCook?2 [81], in-
cluding recipes for non-overlapping sequential events, and
ActivityNet-Captions [37], including open-domain over-
lapping activities, are the standard benchmarks for dense
video captioning. Our dataset introduces a new task of
single-anchored dense video captioning for soccer video
comment generation, which requires richer factual, emo-
tional, and sensational comments. Traditionally, the solu-
tions proposed for dense video captioning involve a two-
stage “detect-then-describe” framework. The first module
produces temporal proposals, and the second module gen-
erates captions around these proposals [31,32,37,81]. With
the rise of large datasets, many efforts have focused on ef-
ficient pre-training of models that combine both language
and video [2,4, 30,42, 56,76, 80]. Recent works also tried
“YOLO-like” [50] approaches where localization and cap-
tioning are generated in one shot [74,77]. Here, we propose
a two-stage approach based on a pre-trained video encoder.
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3. Dataset

Data collection. Our SoccerNet-Caption dataset comprises
471 SoccerNet untrimmed broadcast games, including the
top five European leagues (EPL, La Liga, Ligue 1, Bun-
desliga, and Serie A) as well as the Champions League from
2014 to 2017. All videos are available at 25fps in two res-
olutions: 224p and 720p, alongside frame features at 2fps
pre-extracted using e.g. ResNET or the Baidu feature en-
coder [82] at 1fps, following SoccerNet’s original data for-
mat. Since the role of the producer is to select the right cam-
era to convey the story of the game to the viewer in the best
possible way, these broadcasted games are perfectly suited
for a commentary generation task.

In this work, we provide novel textual comments em-
bedded in time describing the game. We collect those com-
ments by scrapping the flashscore website for 471 out of the
500 games included in the SoccerNet dataset. The commen-
taries for the remaining games were not unavailable. The
comments typically describe in a few sentences the main
events occurring at specific times in the game, by giving in-
sights about the involved players or teams, and the sequence
of actions that led to this situation in a rich factual, emo-
tional, and sensational way. Our data collection efforts re-
sulted in 36,894 timestamped comments across 715.9 hours
of video footage, including some metadata such as the type
of event the comment relates to (e.g. an action, a fun fact,
etc.).

Alongside these textual comments, we also collected
metadata about the game, including the list of all play-
ers with their jerseys number, the referees’ name, and the
teams’ name. These metadata also includes the starting line-
ups for each team, with their tactics, the 11 starting players,
the substitutes, and any events associated with a player, such
as goals, assists, substitutions, and yellow/red cards.

Data anonymization. Following the traditional captioning
dataset, we provide an anonymized version of the captions,
where each player, referee, team, and coach names are re-
placed with generic tokens. In fact, most captioning meth-
ods are not suited to recognize the exact identity of the peo-
ple shown in the videos. Hence, without including specific
modules for identity classification, player tracking, and re-
identification, it would be almost impossible to generate the
correct names. However, we still provide the original cap-
tions for future research.

To anonymize the dataset, we leverage the game meta-
data to retrieve the team, coach, referee, and player names.
Then, we automatically search through the comments for
these specific names and replace them with a generic token
([TEAM], [COACH], [REFEREE], or [PLAYER]). Some-
times, the player and coach names available in the line-
ups may differ from those mentioned in the comments as
some particles or longer names may be truncated. To re-

Original

Mark Clattenburg blows the
whistle, Javier Pastore (Paris
SG) is penalised for a foul.
Barcelona are awarded a free
kick from a dangerous position.

Identified

[REFEREE] blows the whistle,
[PLAYER\_zJQIpJzt]
([TEAM\_CjhkPwOK]) is
penalised for a foul.

- [TEAM\_SKbpVP5K] are
[REFEREE] blows the whistle, awarded a free kick from a

[PLAYER] ([TEAM]) is dangerous position.

penalised for a foul. [TEAM] are
awarded a free kick from a

dangerous position.

Anonymized

Figure 2. Comment anonymization. We provide three versions
for each comment. The original commentary, an identified version
where each player is associated with a unique id token, and an
anonymized version where each entity is replaced by a specific
token: [TEAM], [COACH], [REFEREE], and [PLAYER].

trieve those names, we used advanced string-matching tech-
niques to identify and reconcile any discrepancies between
the names in the lineups and those mentioned in the com-
ments. Finally, for the remaining names (e.g. compound
surnames are formulated differently between the lineups
and the comments), we manually refined the annotation.
This approach ensures that we accurately link each name
to the correct token.

Eventually, we provide an intermediate anonymization,
where each player is identified with a unique id (uid) in-
side the token ([Player_uid]). This alleviates the issue of the
different names for the same player in the original captions
and maintains his identity. Examples of such comments are
provided in Figure 2.

Data format. Following the SoccerNet format, we orga-
nize our textual annotations into individual JSON files for
each game. Each file contains a dictionary that includes
all metadata of the game (e.g. the starting lineups for each
team, with their tactics, the 11 starting players, the substi-
tutes, their jersey numbers, efc.) and the list of annotated
comments. Each annotation is associated with a times-
tamp, the three versions of the comment (original descrip-
tion, identified, and anonymized), a boolean value indicat-
ing whether the comment is related to a key moment of the
game, and a contextual label (e.g. corner, substitution, yel-
low card, whistle, soccer ball, time, injury, fun fact, atten-
dance, penalty, red card, own goal, or missed penalty).

Data statistics. SoccerNet-Caption dataset contains an av-
erage of 78.33 temporally localized comments per game,
resulting in a total of 36,894 captions for the entire dataset.
This is equivalent to almost one comment every minute. As
can be seen in Figure 3, the distribution of the comments
within a single game over time shows a peak at the start of
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Figure 3. Distribution of the comments. Most comments are
uniformly scattered in each half-time, except at the start of the
game where a peak is followed by fewer comments for 10 minutes.
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Figure 4. Distribution of the number of words per comment
This plot shows that the number of words per comment follows a
long tail distribution with 21.38 words on average.

the game that usually corresponds to the comment related
to the first whistle of the referee. Then, there is a period of
fewer comments in the first 10 minutes compared to the rest
of the half-time that follows a uniform distribution. This
shows that no bias can be used to find a good location for
the comments, except at the very start of the game.

Finally, we analyze the content of each comment on a
textual and semantic level. Figure 4 shows that the number
of words per comment ranges from 4 to 93 words follow-
ing a long tail distribution with 21.38 words on average.
As mentioned, soccer has its own specific terminology for
describing events. We can observe in Figure 5 that, apart
from the generic tokens, the most commonly used words
are soccer action-related verbs (e.g. kick, pass, cross) or
soccer-related nouns (e.g. corner, box, goal). Additionally,
it is important to note the over-representation of player and
team names in the comments which motivates the use of
anonymized comments.

[[1|:EBITI 1
player] -
ball 4

o 5000 10000 15000 20000 25000 30000 35000 40000
count

Figure 5. Distribution of the most common words. The most
frequent words are the names of the teams and the players, fol-
lowed by words semantically related to soccer verbs and soccer
elements. There is a high imbalance in the distribution.

Novelty. We compare our dataset with other recent cap-
tioning and dense video captioning datasets in Table 1.
Our dataset provides the longest videos on average by a
large margin. Processing such long videos in an end-to-end
approach is still an open challenge in most video under-
standing tasks, which makes our dataset the perfect play-
ground to innovate. SoccerNet-Caption also ranks third in
terms of total video length, making it a large-scale dataset
for video and language training. The other soccer-related
dataset either focus on captioning short clips or highlights.
SoccerNet-Caption is the first dataset to anchor the com-
ments with a single timestamp instead of a bounding box
with a start and end timestamp for each comment. Fol-
lowing the work of SoccerNet on action spotting, we be-
lieve that it is arduous to annotate when a specific action
starts and ends in soccer. Finally, compared to more generic
datasets, soccer commentaries require richer content, in-
cluding emotional or sensational sentences. By providing
the original comments with the game metadata, we aim to
push research toward identifying the players in the video to
accurately describe what is happening in the game.

4. Single-anchored Dense Video Captioning

Task. We define the novel task of Single-anchored Dense
Video Captioning (SDVC) as follows: Given a video, spot
all instants where a comment should be anchored and gen-
erate sentences describing the events occurring around that
time using natural language. This is different from the pre-
viously defined Dense Video Captioning (DVC) task [37],
where the captions have temporal boundaries (start and end
timestamps). For soccer games, this task is particularly
challenging, as it requires describing complex sequences
of actions involving subtle player movements, rather than
well-separated activities with clearly defined boundaries.
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Name | Domain | # Video Avg Duration (s) | Total Duration (hr) | # Sentences  Anchors | Task
ActivityNet-Caption [37] Open 20k | 180 849 100k | [tsite DVC
Youcook2 [81] Cooking 2k 30 176 15.4k ey Ui DVC
TACoS [15] / TACoS-Multilevel [52] Cooking 127/185 ‘ 360 15.9/27.1 18.2k/52.5k ‘ ts,te Retrievial
Charades-STA [58] Human 9.8k 30 82.01 27.7k g o Retrievial
VideoStory [19] Social Media 20k | 70 396 123k | [ts, te Storytelling
ViTT [30] Cooking + open 8.2k - - — (Tag) ligiq e DVC

Epic Kitchen-100 [13] Cooking-Ego 700 | 514 100 - | [tsite Action Recognition
Ego4D [23] Ego 9.6k 1369.8 3,670 3.85M Ve U Moment Queries
DiDeMo [27] Open-human 10K | 30 88.7 40.5k | [ts, te Retrievial
MAD [61] Movie 650 6646.2 1207.3 384.6k iy o Grounding
Fine-grained Sports Narrative [ 78] Basketball 2K | - - 6520 | - Video Captioning
Soccer captioning [25] Soccer action clips | 22k clip-action = = 22k = Video Captioning
GOAL (Qi et al. [47]) Soccer action clips 8.9k | 10.31 25.5 22k | - KGVC
GOAL (Suglia et al. [63]) Soccer highlights 1.1k 238 73.1 53k - Video Captioning
SoccerNet-caption (ours) || Soccer games | 942 | 2735.9 | 715.9 | 36,894 | t | SDVC

Table 1. Comparison of SoccerNet-Caption with other captioning datasets. Our dataset contains the second longest video sequences
as well as the third longest total video length. This shows that SoccerNet-Caption is a great dataset for research in dense video captioning.

Also, it is the first dataset on untrimmed soccer broadcast games, unlike GOAL (Suglia et al. [

and GOAL (Qi et al. [

Metric. Defining a metric for this task requires evaluating
both the temporal accuracy of the detected anchors and the
quality of the generated commentaries. Finding the exact
timestamp for a commentary is challenging as it depends on
the game evolution or certain actions that need to be high-
lighted, rather than being associated with a specific action
like the events defined in the action spotting task. Therefore,
we need to include some tolerance around the ground-truth
action spot. Additionally, evaluating the quality of gener-
ated commentary is not trivial as the expressions used are
semantically more related compared to an open vocabulary.
Hence, subtle variations in the chosen words need to be ac-
curately evaluated when describing the game.

In the literature, several metrics have been proposed to
evaluate dense video captioning methods. The SODA met-
ric [17] evaluates the video narrative by finding the tem-
porally optimal matching between generated and reference
captions. Hammoudeh et al. [25] proposed another ap-
proach that focuses on the precision and recall of gener-
ated words with specific expressions defined beforehand
and matched with the ground truth. This approach is use-
ful in terms of semantic accuracy in captions but strongly
depends on the chosen words dictionary. EMScore [57] fo-
cuses on the consistency between the video and candidate
captions, relying on an Embedding Matching-based score.
However, the EMScore depends on the performance of the
used vision-language pre-trained (VLP) model. Since no
VLP models have been trained on sports videos yet, we
cannot use one of these metrics for our dataset. In order
to quantify the spotting quality of the generated captions,
we use the mAP @ for action spotting introduced in Gian-
cola et al. [22], where § is the tolerance in seconds.

For the SDVC task, we first choose the metric proposed
in ActivityNet-captions (that still has a consensus within
the community) and adapt it for our single-anchored task
as follows: for each ground-truth caption in a video, we

1) which only focuses on soccer highlights

1) which only focuses on soccer actions for Knowledge-Grounded Video Captioning (KGVC) [47].

build a time window with a chosen tolerance centered on
its timestamp. We then use established captioning evalua-
tion metrics (METEOR [38], BLEU [45], ROUGE [39], and
CIDEr [73]) to estimate the language similarity between all
generated captions with any ground-truth caption for which
its timestamps fall within a § tolerance. The performances
are finally averaged over the video and the dataset. We
call our metric METEOR @9 (resp. BLEU@6, ROUGE @4,
and CIDEr@J). As a second metric, we similarly adapt the
SODA _c [17] metric by adding a time window around the
ground-truth and generated captions.

5. Benchmarks

In this section, we benchmark a first baseline model
on our task of Single-anchored Dense Video Captioning
(SDVCQ). Particularly, we study the performance of several
architectures and hyperparameters of our model on the spot-
ting, captioning, and global SDVC task. We finally provide
qualitative results on real sequences.

5.1. SDVC baseline

Following the literature on dense video captioning, we
propose a two-stage approach [31,32,37,81] as an initial
baseline model for our SDVC task. Our model, denoted
by M, consists of a spotting model and a captioning model,
which are cascaded together. The sub-models are trained in-
dependently and both consist of a frozen feature encoder E,
followed by an aggregator module A, and either a spotting
head S or a captioning head C. The feature encoder gen-
erates a compressed per-frame feature representation of the
video clip, which is then temporally pooled by the aggrega-
tor. The resulting clip feature representation is subsequently
passed either to the spotting head (locating where to gener-
ate the comments) or to the captioning head (generating a
comment). During inference, the spotting model generates
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Figure 6. Pipeline of our Single-anchored Dense Video Cap-
tioning (SDVC) baseline model M. To generate dense comments
with a single timestamp, we propose a two-stage approach. M
consists of a spotting model followed by a captioning model. Both
models use a shared frozen feature extractor E to generate a com-
pact per-frame representation of the video. The spotting model
uses an aggregator module A to combine the frame features into a
single clip feature representation that is then passed to the spotting
head S to generate proposal timestamps t*"°?. The timestamps are
then used to trim clips of size A that are subsequently processed

by the captioning model through E, A, and a captioning head C
to generate the anchored comment.

a series of temporal proposals for a video:
{th™P .t} = S(A(E(video))) ,

where N is the total number of proposals. The original
video is then trimmed around each proposal t2"°P into a clip
that is passed to the captioning model to generate a caption,
following:

caption,, = C(A(E(video[t?P — %, thror 4 %]))) ;
where A is the window size of the captioning model. Our
baseline model is illustrated in Figure 6.

Feature encoder E. We use the feature encoders provided
in SoccerNet-v2, i.e. ResNet-152 [26], 13D [5], C3D [67],
and Baidu [82]. The features are extracted at 1 or 2 fps from
the original soccer broadcast videos. To speed up the train-
ing, we reduce the feature dimensionality to 512 for each
image using PCA for the first three encoders, and a linear
transformation for the Baidu features as suggested in [22].

Aggregator A. The aggregator module pools the frame fea-
ture vectors into one single compact feature representation
of the clip. For our baseline, we use four trainable pool-
ing modules proposed by Giancola et al. [22]: NetVLAD,
NetRVLAD, and the temporally aware pooling modules
NetVLAD++ and NetRVLAD++.

Spotting head S. We build our spotting head as a dense
layer with sigmoid activation that outputs 2 classes: the
presence of comment (foreground), and absence of com-
ment (background). During training, the video is randomly
cropped into video chunks, and a binary cross-entropy loss
function is applied to the output. During inference, we split

the whole half-time video into overlapping clips and con-
catenate the predictions over time. We then use a Non-
Maximum Suppression (NMS) algorithm to reduce redun-
dant spots in a specific time window.

Captioning head C. Our captioning head is composed
of two fully connected layers with ReLU activation and
dropout, and a vanilla LSTM [28] module with softmax ac-
tivation. The fully connected layers project the output of
the aggregator from the video hidden space to the language
hidden space. The projected features are then used to ini-
tialize the hidden state of the LSTM module that outputs the
list of word confidence scores. During training, we use the
cross-entropy loss between the predicted and ground-truth
words. To stabilize the learning process, we use the teacher
forcing method presented by Graves et al. [24]. As the soc-
cer vocabulary is much more specific than generic language,
we do not use pre-trained word embeddings, but learn the
whole language during the training. During inference, we
sample words with a greedy approach, i.e. the next word is
the one with the highest confidence.

5.2. Training parameters

To train and evaluate our model, we use SoccerNet-
Caption without the “fun fact” and “attendance” commen-
taries as they describe out-of-the-game content. During
training, we use the Adam optimizer [36] with PyTorch’s
default S parameters. We reduce the learning rate by a fac-
tor of 10 when the validation loss plateaus during 10 con-
secutive epochs, with an initial value of 1073, and a stop-
ping criterion of 1076, The temporal pooling module is
initialized with 64 clusters and the dimension of the hidden
vector of the LSTM is 512, the dropout value after the fully
connected layers is set to 0.4, and the word embedding di-
mension is set to 256. Finally, the size of the vocabulary in
SoccerNet-Caption is 1,769 words.

5.3. Results

We now first separately study the performance of our
spotting model and the captioning module, then provide the
performance of the whole pipeline for our new SDVC task.

Commentary spotting results. We first study the use of
different combinations of feature encoders and aggregators,
by fixing both the size of the input video chunk and the
NMS window to 15 seconds. The results are presented in
Table 2. As can be seen, the best results are obtained using
the Baidu feature encoder and NetVLAD or NetVLAD++
pooling. This suggests that using a feature extractor fine-
tuned on soccer data leads to better performance even for
commentary spotting. However, there is not such a clear
tendency regarding the aggregator module layer, with a
slight advantage to NetVLAD or NetVLAD++. Hence, for
the following spotting model, we use the Baidu feature en-
coder with NetVLAD as it provides the best mnAP@5.

5079



mAP@ (%)
Encoder Aggregator 5 130 ] 60
RN_PCA NetVLAD 6.4 | 39.1 | 38.0
RN_PCA NetVLAD++ 53 | 41.3 | 394
RN_PCA NetRVLAD 7.0 | 39.5 | 37.8
RN_PCA NetRVLAD++ 54 | 41.5 | 394
I3D_PCA | NetVLAD 4.5 | 33.0 | 333
I3D_PCA | NetVLAD++ 6.7 | 34.8 | 34.8
I3D_PCA | NetRVLAD 4.1 | 328 | 32.3
I3D_PCA | NetRVLAD++ || 5.9 | 34.5 | 34.1
C3D_PCA | NetVLAD 4.8 | 38.1 | 37.1
C3D_PCA | NetVLAD++ 4.5 |40.7 | 39.1
C3D_PCA | NetRVLAD 6.9 | 39.3 | 38.1
C3D_PCA | NetRVLAD++ || 3.9 | 39.2 | 38.2
Baidu NetVLAD 10.5 | 42.1 | 40.7
Baidu NetVLAD++ 6.3 | 44.5 | 41.8
Baidu NetRVLAD 6.7 | 39.5 | 38.7
Baidu NetRVLAD++ 3.6 | 44.0 | 41.2

Table 2. Spotting results. We train our spotting model to detect
and localize comments and compare different combinations of en-
coder and pooling modules.

WS | NMS mAP@ (%)
) | & 5130 60

15 10 12.5 | 353 | 349
15 30 93 | 494 | 47.0
15 60 85 | 462 | 41.2
30 10 53 292277
30 30 25 | 457 | 43.0
30 60 1.7 | 46.5 | 40.2
45 10 6.8 | 27.0 | 26.1
45 30 52 | 47.8 | 41.7
45 60 26 | 454 | 39.8
60 10 49 | 19.0 | 19.5
60 30 1.9 | 38.0 | 352
60 60 1.1 | 395 | 35.6

Table 3. Spotting window size and NMS. We compare several
window and NMS sizes. Small windows achieve better results.

Next, we study the influence of the window and NMS
size on the quality of the localization. As shown in Ta-
ble 3, the best performance is obtained with a window of
15 seconds and a NMS of 10 or 30 seconds. As the per-
formance (mAP@30 and mAP@60) largely decreases for
a NMS window of 10 seconds, we choose 15 and 30 sec-
onds for the window and NMS size of the following exper-
iments. Our analysis shows that the commentary spotting
performances are significantly lower than action spotting on
SoccerNet-v2 [21], as a comment may describe several ac-
tions, unlike spotting that focuses on a single action.

Captioning results. We conduct similar ablations on the
captioning task. As shown in Table 4, the best results
are also achieved using the Baidu feature encoder and
NetVLAD pooling. This suggests again that pre-training

Encoder | Aggregator |B@4| M | R | C

RN_PCA NetVLAD 40 | 21.8 | 21.5 | 10.8
RN_PCA NetVLAD++ 44 | 223|214 | 109
RN_PCA NetRVLAD 4.2 219 | 214 | 10.6
RN_PCA NetRVLAD++ 4.2 21.8 | 21.2 | 11.0
I3D_PCA | NetVLAD 32 219|204 75

I3D_PCA | NetVLAD++ 2.9 20.0 | 183 | 6.6
I3D_PCA | NetRVLAD 3.1 21.1 | 20.7 | 8.0
I3D_PCA | NetRVLAD++ 3.7 21.7 | 20.8 | 9.2
C3D_PCA | NetVLAD 3.9 219 | 214 | 10.3
C3D_PCA | NetVLAD++ 3.9 21.2 | 204 | 10.6
C3D_PCA | NetRVLAD 40 | 21.6 | 21.1 | 11.0
C3D_PCA | NetRVLAD++ 3.9 213 | 20.7 | 11.0
Baidu NetVLAD 57 1236|235 157
Baidu NetVLAD++ 54 | 232|234 | 17.0
Baidu NetRVLAD 5.5 235|232 | 154
Baidu NetRVLAD++ 57 | 235|233 | 16.0

Table 4. Captioning results. We train our captioning model to
generate comments and compare different combinations of en-
coder and pooling modules with the Bleu (B), METEOR(M),
ROUGE-L (R), and CIDEr (C) metrics.

Window (s) || B@4 | M | R | C

15 54 | 235232152
30 59 1237|237 | 178
45 59 | 236|239 | 182
60 5.6 | 23.0 | 236 | 175

Table 5. Captioning window size. We compare several window
sizes with the Bleu (B), METEOR (M), ROUGE-L (R), and CIDEr
(C) metrics.

L | TFratio || B@4 | M | R | C
2] 05 21 | 215175 55
2 1 6.0 | 237238178
4105 41 [224 [ 217 88
4 1 6.0 | 237|241 | 185
§[ 05 I3 | 181|158 | 34
8 1 2.5 {207 | 216 | 73

Table 6. Captioning ablation. We compare several numbers of
LSTM layers (L) and teacher forcing (TF) ratio with the Bleu (B),
METEOR (M), ROUGE-L (R), and CIDEr (C) metrics.

a video encoder on the spotting task helps generating better
commentaries. In Table 5, we also study the effect of the
window size on the captioning model. Unlike the commen-
tary spotting task, the best results are obtained with a win-
dow of 45 seconds, showing that captioning requires more
contextual information. For the following experiments, we
use 45-seconds video clips as input to the captioning model.

As a final ablation study, we compare the performance of
our captioning model when changing the number of stacked
LSTM layers or the teacher forcing ratio. The teacher-
forcing ratio is the probability of the LSTM module receiv-
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Spotting (MAP@ (%)) Captioning Single-anchored dense video captioning
Aggregator 5 30 60 B@4 M R C B@4@30 | M@30 | R@30 | C@30 [[ SODA ¢
Ascratch 9.24 | 49.40 | 46.97 6.37 | 23.85 | 24.04 | 18.70 21.07 27.94 22.06 | 27.02 7.72
AL . || 299 [ 49.06 | 4632 || 6.04 | 23.68 | 24.05 [ 18.53 || 21.10 | 27.24 | 21.99 | 26.96 7.71
Al e 1 4.67 [ 49.61 | 4697 || 6.18 | 2371 [ 24.03 [ 19.00 || 21.03 | 28.14 | 22.03 [ 27.01 7.76
Af;;f'ejspot. 0.23 | 49.49 | 46.97 5.50 | 23.03 | 23.11 | 17.20 21.52 2499 | 2146 | 26.63 7.44
Af;;fjg;;d 9.25 | 49.40 | 46.97 6.62 | 23.84 | 24.53 | 21.45 21.63 2944 | 22.09 | 27.20 7.79

Table 7. SDVC Results. We train SDVC models using Baidu encoder, NetVLAD as pooling layer, a window size of 15 seconds for the
spotting model, a NMS of 30 seconds, a window size of 45 seconds for the captioning module, four LSTM layers and with teacher forcing.
We study different pre-trainings for the feature aggregators where the spotting and captioning models are trained separately from scratch,
or the model is trained first on spotting (resp. captioning), and then weights are transferred to captioning (resp. spotting). The captioning
(resp. spotting) aggregator is then either fine-tuned or frozen. We report the spotting mAP @5/30/60, the captioning Bleu (B), METEOR
(M), ROUGE-L (R), and CIDEr (C) with the corresponding single-anchored dense video captioning metrics @30, and the SODA metric.

{85:52}: [PLAYER] ([TEAM]) takes the
corner but fails to find any of his teammates
. The ball is easily cleared out of danger .

{85:58}:The resulting corner from [PLAYER]
([TEAM]) only finds one of the defenders,
who heads it out of danger.

S {68:16}: [PLAYER] ([TEAM]) commits a
(& foul after unfairly battling his opponent for
the ball .

None

{95:03}: [PLAYER] ([TEAM]) makes a great
% solo run and pulls the trigger from inside the
box , beating [PLAYER] with a strike into the
bottom left corner . He makes it 1:3 .
{94:57}: [PLAYER] plays a terrific cross over
to [PLAYER] ([TEAM]), who finds some
space inside the box and puts the ball into
the back of the net.

{61:37}):[PLAYER] ([TEAM]) is clearly asking for
some medical attention with his painful gestures
S . The extent of his injury is yet to be discovered.
& {61:29}: GOAL! A cross into the box is headed
down by [PLAYER] and [PLAYER] ([TEAM])
does brilliantly to get to the ball and fire home.
3:1.

Figure 7. Qualitative results. (a) Our baseline is able to pro-
vide accurate captions for some actions with rich vocabulary, but
(b) sometimes generates captions on unlabeled events. (c) The
scores are almost never correctly generated since the model gener-
ates captions based on clips without long temporal context and (d)
sometimes generates completely wrong captions.

ing the true output sequence rather than its own prediction.
For example, a teacher-forcing ratio of 0.5 means that half
of the time, the LSTM receives the true output sequence,
and half of the time, it receives its own prediction. As
shown in Table 6, the best performance is achieved with
4 LSTM layers and using the teacher forcing technique.

Single-anchored dense video captioning results. Finally,
we evaluate the performance of our whole pipeline. Partic-
ularly, we study the influence of pre-training the aggrega-
tor in three ways: (1) no-pre-training for the spotting and
captioning aggregator, (2) training the spotting model and
transferring the weights to the captioning model, and (3)
training the captioning model and transferring the weight
to the spotting model. We also either freeze or fine-tune the

transferred weights on the second task. As can be seen from
Table 7, the best performance for our SDVC task is obtained
when training the captioning model from scratch, transfer-
ring the aggregator weights to the spotting aggregator, and
fine-tuning those weights on the spotting task.

Qualitative Results. We provide four predictions of our
SDVC baseline in Figure 7 and compare them with the
ground truth: (a) Our method is able to generate good com-
mentaries for some actions. (b) Our spotting model shows
a tendency to generate proposals not close to any com-
mentary, yet our captioning model still describes the on-
going action perfectly. This is also shown in the difference
between the METEOR @30 and SODA _c performances in
Table 7. However, in a real-world application, such cap-
tions would add value rather than be considered a mistake.
(c) When generating a caption, our pipeline considers only
the short time window around the proposal, hence the gen-
erated scores after a goal are almost never accurate. (d) We
show a case of hard failure, where our model confuses a se-
rious injury situation while the team was actually celebrat-
ing a goal. These results show that our baseline is already
able to generate accurate captions, but that there is room for
improvement, especially in gathering temporal context.

6. Conclusion

This paper proposes the novel task of single-anchored
dense video captioning focusing on generating textual com-
mentaries anchored with single timestamps. To support this
task, we present SoccerNet-Caption, a challenging dataset
consisting of 37k timestamped commentaries across 715.9
hours of soccer broadcast videos. We benchmarked a first
baseline algorithm on this dataset, highlighting the diffi-
culty of temporally anchoring commentaries yet showing
the capacity to generate meaningful commentaries.
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