Figure 1. Given monocular videos of an articulated object, our method builds its canonical representation, including 3D shape, appearance, and a corresponding animatable 3D kinematic chain for direct pose manipulations. Our approach does not rely on any information on the object’s shape and underlying structure. In c) we show example of re-posing the human in b) to novel pose. We show the learned canonical representations of other object categories in d).

Abstract

Animating an object in 3D often requires an articulated structure, e.g. a kinematic chain or skeleton of the manipulated object with proper skinning weights, to obtain smooth movements and surface deformations. However, existing models that allow direct pose manipulations are either limited to specific object categories or built with specialized equipment. To reduce the work needed for creating animatable 3D models, we propose a novel reconstruction method that learns an animatable kinematic chain for any articulated object. Our method operates on monocular videos without prior knowledge of the object’s shape or underlying structure. Our approach is on par with state-of-the-art 3D surface reconstruction methods on various articulated object categories while enabling direct pose manipulations by re-posing the learned kinematic chain. Our project page: https://camm3d.github.io/.

1. Introduction

Building 3D representations of real-world objects from images has long been studied in 3D Computer Vision. Realistic 3D models allow us to synthesize new images of objects from arbitrary viewpoints and to animate these objects for applications such as virtual and augmented reality. Prior works on building 3D representations for static scenes [2, 6, 10, 14, 25, 31–33, 42, 59, 76, 78] assume the objects in the scene to be rigid to obtain accurate correspondences, which cannot be generalized to deformable objects or scenes with drastic motions. Recent works [19, 20, 24, 37, 41, 45, 52, 56, 68–70] tackle the problem of reconstructing dynamic scenes and 3D deformable objects, and have achieved impressive performance on novel view synthesis. However, these methods can only render objects with the body poses that exist in the given training data because they “mimic” the movements and behaviours of the objects. Therefore, their representations of 3D objects are not applicable for direct pose manipulations or animations.

To fulfill such needs, tremendous efforts have been made to build parametric shape models for humans [28, 38, 63, 64] and quadruped animals [80, 81]. These shape models are often built via capturing large amounts of data using specialized scanners and sensors. They serve as base templates for methods that focus on reconstructing and animating 3D humans and animals [7, 21, 26, 36, 39, 40, 55, 58, 60]. Although these template-based models can offer high-fidelity reconstruction and animation results, they can only be applied to limited object categories. Recent efforts [35, 71] aim to build articulated 3D object models without templates or category-specific priors. However, they either require synchronized multi-view videos which are hard to acquire, or a manually created skeleton as initialization.
In this work, we propose a novel approach to build an animatable 3D model for any articulated object using only monocular videos. We do not rely on prior knowledge of the object shape and structure or manual annotations as initialization. Thus, our pipeline significantly reduces the amount of work needed to create animatable 3D models and eliminates the need for synchronized multi-view observations or specialized sensors. Our model can be directly used for pose manipulations and animations in 3D, which we refer to in this paper as animatable model.

Specifically, our approach uses Neural Radiance Fields [33] and Signed Distance Functions to represent the appearance and shape of the object. The body pose of the object is represented by a kinematic chain. Our kinematic chain is initialized based on the initial estimate of the object’s shape, and further optimized jointly with the object’s shape, appearance, and deformation parameters. We adopt skinning weights mechanisms from [5, 43, 70] and propose a novel way to use our optimized kinematic chain to drive pose changes and deformations. Due to the under-constrained nature of this problem, we leverage the foreground masks and optical flow predicted by off-the-shelf models as robust visual cues to learn the shape and underlying structure of the object. Inspired by [71], we utilize the 2D image features from DINO-ViT [3] that are trained in a self-supervised manner, to establish long-range correspondences and consistencies at the object parts level [1, 53] between different frames. This is achieved by matching canonical features at the object surface to the pre-trained DINO-ViT image features. Examples of rendered objects in canonical representations and novel poses, along with the corresponding 3D meshes and kinematic chains are shown in Figure 1. Our contributions are summarized as follows:

- Our work is the first to build an animatable 3D model for objects of arbitrary categories from monocular videos without any template or prior knowledge of the object’s shape and underlying structure.
- We propose a novel optimization technique to iteratively refine the kinematic chain and its associated deformation parameters. Users can directly manipulate the optimized kinematic chain to animate the object.
- We achieve similar surface reconstruction results to state-of-the-art 3D surface reconstruction methods on various articulated and deformable object categories.

2. Related Work

3D deformable shape reconstruction from images. Inspired by NeRF [33], recent works [19, 24, 37, 41, 52, 56] are able to obtain robust 3D reconstructions on dynamic scenes or deformable objects from a collection of multi-view images. Some works [15, 18, 23, 74] use additional supervisions from human annotated data or shape templates to recover 3D shapes. These methods suffer from large performance degradation when the input has large deformations and self-occlusions. Recent works [20, 45, 77] explore structure from motion approaches to reconstruct non-rigid 3D scenes using video sequences. Similar to us, LASR [68], ViSER [69], and BANMo [70] utilize monocular videos for reconstructing deformable and articulated 3D shapes and achieve great surface reconstruction results. However, these approaches do not suffice the needs of direct pose manipulations of the reconstructed 3D objects as they reconstruct by memorizing the poses and movements in training data.

Category-specific animatable models. A group of works [4, 27, 30, 75, 79] tackle the problem of animating humans in 2D using annotated data with human poses. To enable animations in 3D space, significant efforts from the community have been put into creating 3D human and animal shape models [28, 38, 63, 64]. Many works [7, 12, 13, 21, 26, 36, 39, 40, 45, 58, 60–62, 65] utilize these template shapes or pose priors from shape models to recover 3D shapes and perform animations. Recent methods [22, 46, 47] do not use shape templates, but rely on pre-defined skeletons or poses predicted by models [17, 18] trained on human annotated data, and these methods require synchronized multi-view inputs. These pre-defined skeletons or poses are used as priors for learning the shape and articulation for animations. However, the annotations are usually expensive to get and category-specific, which cannot be applied to other object categories in the real world and do not work for out-of-distribution articulation modes or poses.

Category-agnostic animatable models. Several methods have recently emerged for building 3D animatable model for any articulated object. Watch it Move [35] builds a 3D articulated structure by identifying physically meaningful joints in an unsupervised manner from calibrated multi-view videos and corresponding foreground masks. Recent work [50] learns deformation behaviours from a given 3D mesh of the object to allow users to define desired deformations at regions of interest. However, synchronized multi-videos and 3D meshes are not easily accessible. Similar to our goal, LASSIE [71] recovers a 3D shape and skeleton from image ensembles without pre-defined shape priors, but it requires a manually annotated 3D skeleton as input. In contrast, we aim to simplify the process of building animatable 3D models for any articulated object using only collections of monocular videos that can be easily collected.

3. Method

Given a collection of monocular videos, our goal is to build an animatable 3D model for the articulated object in the scene. Our method optimizes the canonical representation (Section 3.1) of the object, where its shape and appearance are modeled implicitly using Multi-layer Per-
3.1. Canonical Representation

Canonical shape. Similar to [33, 70], we represent the shape and appearance of an object implicitly in the canonical space. A 3D point \( x \in \mathbb{R}^3 \) has two properties: its color \( c \in \mathbb{R}^3 \) and density \( \sigma \in [0, 1] \). The color \( c \) is given by a Multilayer Perceptron (MLP) network, and the density \( \sigma \) is given by the cumulative of a Laplacian distribution with zero mean and learnable scale on the learned Signed Distance Function (SDF) [57, 72] in the canonical space. The value of SDF at any 3D point is given by a separate MLP network, and the canonical mesh can be extracted by finding the zero-level set of the SDF [72] with the marching cubes algorithm. Please see our supplementary material for additional details about the MLPs.

Canonical kinematic chain. We use a kinematic chain to represent the body pose of any articulated object. The canonical kinematic chain is defined as a set of connected 3D joints \( P = \{p_i | i = 1, \ldots, n_p\} \), where \( p_i \in \mathbb{R}^3 \) denotes joint positions in the canonical space, with a set of \( n_j - 1 \) links \( L = \{\ell_{jk} = (p_j, p_k)\}^{(n_j-1)} \). The joints are connected in a hierarchical manner with a pre-defined root joint to form a tree structure. As a result, there is no cycle, and a unique path exists between every two joints.

3.2. Kinematic Chain Driven Deformations

3.2.1 Neural Blend Skinning Deformations

Inspired by [68–70], we define a set of learnable deformation anchors \( A = \{a_i | i = 1, \ldots, n_a\} \), where \( a_i \in \mathbb{R}^3 \) denotes the anchor positions in the canonical space. We compute surface deformations with respect to anchors via linear blend skinning with learned weights. At time \( t \), let \( C^t \in SE(3) \) be the object’s root pose with respect to the canonical root pose, \( T^t_i \in SE(3) \) be the transformation of anchor \( a_i \) from canonical space to the deformed space, and \( w^t_{ia} \) be the skinning weight of \( x \) with respect to anchor \( a_i \). Given any 3D point \( x \in \mathbb{R}^3 \) in the canonical space, its corresponding point in the deformed space \( x' \) at time \( t \) is given by the weighted average of anchor’s transformation \( T^t_i \) by:

\[
x' = C^t \sum_{i=1}^{n_a} (w^t_{ia} T^t_i) x
\]

where we define \( W = [w_{a_1}, \ldots, w_{a_{n_a}}] \in \mathbb{R}^{n_a} \) to be the forward skinning weights for canonical space point \( x \) at time \( t \), and the weights are determined by the Euclidean distances between point \( x \) and all anchors \( A \) in the canonical space as:

\[
W = \sigma \left( - \frac{\| x - A \|^2}{2} \right)
\]

where \( \sigma \) is softmax to normalize the skinning weights and its temperature \( \tau \) is a learnable parameter.
3.2.2 Kinematic Chain Driven Deformations

As the kinematic chain represents the body pose of the object, the deformation anchors’ transformations must be driven by the kinematic chain to obtain properly deformed surfaces corresponding to the actual body pose. To achieve this, we associate each anchor \( a_i \) to its closest kinematic chain link \( \ell_{jk} \) based on Euclidean distances in the canonical space. Example associations are shown as dashed lines in Figure 3. We let the intersection between the dashed line of anchor \( a_i \) and the associated link \( \ell_{jk} \) be \( m_{ijk} \), where the parent joint and child joint of link \( \ell_{jk} \) are \( p_j \) and \( p_k \). Then this association between anchor \( a_i \) and link \( \ell_{jk} \) can be represented by the following terms:

\[
\alpha_i = \|m_{ijk} - p_j\|_2, \quad \beta_i = \|a_i - m_{ijk}\|_2, \\
G_i = \text{Rot}(m_{ijk} - p_j, a_i - m_{ijk}),
\]

where \( \alpha_i \) is the Euclidean distance between the parent joint \( p_j \) and the intersection \( m_{ijk} \), and \( \beta_i \) is the Euclidean distance between the intersection \( m_{ijk} \) and associated anchor \( a_i \). The rotation matrix \( G_i \in SO(3) \) aligns vectors \( m_{ijk} - p_j \) and \( a_i - m_{ijk} \) about the intersection \( m_{ijk} \). We refer to these three terms as the *association parameters* for anchor \( a_i \), and they are kept constant in *any* kinematic chain configuration to ensure stable surface deformations.

With defined association parameters, we can express an anchor’s position using its associated link and association parameters. As anchor \( a_i \) is associated to link \( \ell_{jk} \) in the canonical space, its universal position \( \tilde{a}_i \) in *any* kinematic chain configuration can be computed as:

\[
\tilde{a}_i = \tilde{p}_j + \alpha_i \frac{\tilde{p}_k - \tilde{p}_j}{\|\tilde{p}_k - \tilde{p}_j\|_2} + \beta_i G_i \frac{\tilde{p}_k - \tilde{p}_j}{\|\tilde{p}_k - \tilde{p}_j\|_2},
\]

where \( \tilde{p}_j \) and \( \tilde{p}_k \) are given by:

\[
\tilde{p}_{j,k} = \begin{cases} 
  p_{j,k} & \text{in canonical space} \\
  H_{j,k}^t p_{j,k} & \text{in deformed space at time } t
\end{cases}
\]

Note that \( \tilde{a}_i \) is in the canonical space. \( H_j^t \in SE(3) \) and \( H_k^t \in SE(3) \) are the rigid transformations of joint \( p_j \) and joint \( p_k \) from the canonical space to the deformed space without breaking the kinematic chain, which we refer as forward kinematics on the kinematic chain.

Then the rigid transformation \( \mathbf{T}_i^t \) of anchor \( a_i \) at time \( t \) can be directly inferred based on its new position in the deformed space given by Eq. (4):

\[
\mathbf{T}_i^t = [I | \tilde{a}_i - \mathbf{a}_i],
\]

where \( I \in \mathbb{R}^{3x3} \) is the identity matrix.

Given optimized kinematic chain and anchors, we can perform explicit re-pose of the object by directly applying user defined forward kinematics \( \mathbf{H} \) to the kinematic chain.

3.3. Learning Semantically Consistent Features

Large deformations and self-occlusions often cause 3D reconstruction methods to fail or perform poorly. This is usually due to the lack of strong correspondence cues or the lack of long-range correspondences between different frames in long videos [44, 49]. Recent works [1, 53] show that the pre-trained image features from DINO-ViT [3, 8] can provide robust correspondences at the object parts level between different 2D images even under large appearance variations and viewing angle changes.

To better optimize the canonical shape and deformations, we follow [69, 70] to learn surface feature embeddings \( \phi(x) \in \mathbb{R}^F \) for points on the canonical shape’s surface. The feature is given by a separate MLP network that takes in any 3D point in the canonical space and it is trained in a self-supervised manner such that the surface feature embeddings match the pre-trained 2D image features at its corresponding pixel given by the camera projection model. Compared to BANMo [70] where pre-trained DensePose CSE features [34] specifically designed for humans and animals are used for learning surface embedding, DINO-ViT [3] features have shown to be meaningful and rich in downstream tasks for a wide variety of objects [1, 3]. This is because DINO-ViT is pre-trained in a self-supervised manner on large-scale datasets with diverse object categories.

3.4. Two-Stage Optimizations

3.4.1 Initial Optimization

The initial optimization stage aims to build a reasonable object shape with unconstrained anchors to capture deformations in each frame of the training videos. We initialize the MLP network that predicts the canonical shape of the object to approximate the object as a 3D ellipsoid, and initialize all the anchors \( \mathbf{A} \) at the global origin in the canonical space. During the initial optimization stage, the anchors are updated without any constraints in terms of their positions. Inspired by [70], the *unconstrained transformations* of the anchors at time \( t \) are given by a separate MLP, \( \mathcal{F}_A \) as:

\[
\hat{\mathbf{T}}^t = \mathcal{F}_A(\psi^t_a),
\]

where \( \psi^t_a \in \mathbb{R}^{128} \) is a learnable latent code for time \( t \).
As we define the transformation of any 3D point $x$ from the canonical space to the deformed space as weighted rigid transformation of anchors in Eq. (1), we can directly infer the backward transformation for any 3D point $x^t$ in the deformed space by taking the inverse of the rigid transformations as:

$$x = \sum_{i=1}^{n_a} (w_{\alpha_i}^{-1}) (C^t)^{-1} x^t$$

$$W^t = \sigma \left( - \frac{||x^t - A^t||^2}{2} \right),$$

where the backward skinning weights $W^t = [w_{\alpha_1}^t, \ldots, w_{\alpha_n}^t] \in \mathbb{R}^{n_a}$ are computed in the same way as in forward skinning in Eq. (2) but based on deformed anchors and the 3D point of interest in the deformed space instead. This allows us to directly transform any 3D point back and forth between the canonical space and each frame’s deformed space.

Similar to [69, 70], the canonical shape and appearance are learned by minimizing the reconstruction losses on 2D observations: RGB images, foreground masks, and optical flow. The reconstruction losses are formulated in the same way as in [33, 68–70, 73], where we minimize the differences between the rendered and the actual observations:

$$L_{\text{recon}} = \sum_{i=1}^{n_p} ||o_r - o_{gt}||^2,$$

where $o_r$ and $o_{gt}$ are the pairs of rendered and ground-truth 2D observations (2D images, foreground masks, optical flow) at pixels of interest $x^t \in \mathbb{R}^2$ at time $t$. To perform volumetric rendering at time $t$, we first sample a camera ray starting at the pixel of interest on the 2D image at time $t$, and use Eq. (8) to transform the sampled points along the camera ray back to the canonical space. We then follow the same rendering process in NeRF [33] on the camera ray in the canonical space to get the colour $c^t$ at the pixel of interest. To render optical flow, we follow [70] to transform canonical space points to consecutive frames’ deformed spaces, and use the camera projection model to find their corresponding positions on the 2D image. We compute the difference in the pixel locations as the optical flow.

The anchors and their transformations are learned from scratch with additional losses to enforce cycle consistency. The consistency losses enforce any 3D point in the deformed space after a backward transformation and a forward transformation to end up at the same position. To supervise canonical feature embeddings, we apply soft argmax descriptor matching [16, 29, 69, 70] on the 2D pixel of interest to determine the most probable corresponding surface point in the canonical space. The matching is based on cosine similarities between the canonical features and the pre-trained 2D image features. A 2D consistency loss [70] is used to minimize the difference between matched position and the location given by the camera projection model. The details of loss functions are in the supplementary material.

### 3.4.2 Kinematic chain aware optimization

After the initial optimization stage, we obtain an estimate of the canonical shape and a set of unconstrained anchors. However, the unconstrained anchors introduce unrealistic artifacts in deformations, such as undesired shrinks and stretches on the canonical shape. And the anchors are only optimized to “mimic” object shape in each frame of the videos. A kinematic chain is needed to remove these undesired effects and enable explicit re-posing of the object.

We initialize our canonical kinematic chain with pre-trained RigNet [66] that takes in our canonical mesh from the initial optimization stage and outputs a set of joints and connections. The pre-trained RigNet is able to provide a reasonable estimate of the kinematic chain. However, it requires further optimization such that our kinematic chain can better adapt to the object’s movements in the training videos, and therefore align itself with the object’s actual underlying structure in each frame.

As any point in 3D can be transformed back and forth between the canonical space and the deformed space using the transformations defined by anchors, we utilize the learned unconstrained anchor transformations $\hat{T}_t$ from the initial optimization stage to transform the canonical kinematic chain joints $P$ following Eq. (1):

$$\hat{P}^t = C^t \sum_{i=1}^{n_a} (w_{\alpha_i} \hat{T}_t^i) P,$$

where $\hat{P}^t = \{\hat{p}_i \mid i = 1, \ldots, n_p\}$ is the set of unconstrained kinematic chain joints in the deformed space at time $t$. The transformations of anchors are learned without any regularization on how they move or any knowledge on the existence of the kinematic chain. Therefore the transformed joints $\hat{P}^t$ computed using unconstrained anchors will break the kinematic chain. We can recover the properly deformed kinematic chain as a set of revised joints $\hat{P}^t = \{\tilde{p}_i \mid i = 1, \ldots, n_p\}$ in the deformed space. It is done by updating each unconstrained joint’s position in a hierarchical order to enforce the length of each kinematic chain link to be constant. Note that the order of joint connections is preserved at all times after initialization to maintain the hierarchical structure of the kinematic chain and stability during optimization. The detailed steps to recover the kinematic chain are explained in the supplementary material.

As we have the fixed associations between anchors and the initial kinematic chain built in the canonical space as $\alpha_1, \beta_1$, and $G_i$ by Eq. (3). We then use Eq. (4) to recover each anchor’s revised position $\tilde{a}_i$ and thus apply Eq. (6) to infer
a revised anchor transformation $\tilde{T}^i_t$ that satisfies the association constraints between the anchors and the kinematic chain, while not breaking the kinematic chain at the same time. During the optimization, we introduce a novel loss that minimizes the differences between the unconstrained anchors and the revised anchors:

$$L_{\text{anchors}} = \sum_{i=1}^{n_a} \| \tilde{a}_i - \tilde{T}^i_t a_i \|^2_2.$$  

This loss aims to make the optimized deformation anchors and the MLP network $F_A$ kinematic chain aware.

Additionally, we optimize the kinematic chain by introducing a learnable additive residual term for each kinematic chain link. The length of each link in the kinematic chain is updated using the learnable residual during optimization such that the kinematic chain can better adapt to the object’s shape and the learned deformation anchors. The details on how the kinematic chain is updated without breaking itself are included in the supplementary material.

In the kinematic chain aware optimization stage, all the MLP networks are also optimized jointly to finetune the object’s shape and appearance with the loss functions in the initial optimization stage. At the end of this stage, a fully controllable articulated model for the object is built, and animations of the object can be easily done by directly manipulating the final kinematic chain.

### 4.2. Implementation Details

For synthetic and AMA datasets, we use ground-truth foreground masks during the optimization. For root pose initializations, we use ground-truth root poses for synthetic datasets, while a pre-trained PoseNet [70] is used to initialize the root poses for AMA Dataset. The root poses are also updated during optimization with learned residual terms for AMA Dataset. The optical flows for all datasets are computed by VCN [67] at frame intervals of $\{1, 2, 4, 8, 16, 32\}$ in both forward and backward time directions. We use the keys of the last transformer layer from a pre-trained ViT-S/8 model [3] as supervisions for the canonical features. We perform PCA on the 2D image features to reduce the dimension from 384 to 16, to match our canonical feature’s dimension. To generate mesh from our implicit representations of the object shape, we run marching cubes on $256 \times 256 \times 256$ grids to extract the zero-level set of the learned SDF. We use 10, 25, and 36 anchors for iiwa, Eagle, and AMA Dataset, respectively. Our code and iiwa dataset will be made publicly available.

### 4.3. Pose Manipulation Results

The advantage of having a kinematic chain is that users can manipulate the 3D object to poses that had never occurred in training videos. Although some surface reconstruction methods [69,70] allow users to move their learned “floating” control points around for custom animations, these control points are not intuitive to manipulate because it’s unclear how each “floating” control point contributes to the overall deformation. Moreover, these “floating” control points are optimized for only memorizing the poses and movements in training videos. In our approach, the pose manipulations are done by directly applying rotations at kinematic chain joints to rotate and twist corresponding kinematic chain links, which is much more straightforward and intuitive for animation purposes. We do not impose any constraint on the kinematic chain configuration as long as the order of joint connections and the length of each link are preserved. Users are expected to apply valid transformations to the kinematic chain to obtain feasible shapes without mesh degeneration. We show the learned canonical shapes, optimized kinematic chains, and the re-posed objects in novel poses that do not occur in training videos in Figure 4. Please see our supplementary material for additional re-posing results.

### 4.4. Reconstruction Results

There is no prior work on building category-agnostic and animatable 3D models from monocular videos, and reconstruction quality is an important factor for realistic novel view synthesis and animations. Therefore we evaluate the performance of our method on 3D surface reconstruction using ground-truth 3D meshes provided by each dataset.
a) Canonical Representations

b) Re-posed Objects

Figure 4. **Pose manipulation examples.** In a) we show the learned canonical representations of the object for each dataset. We perform pose manipulations using optimized kinematic chain and show the transformed kinematic chain, re-posed mesh as well as the rendered object in three different views in b).

Figure 5. **Qualitative comparison of our method with BANMo [70] and ViSER [69].**

**Metrics.** We align the reconstructed 3D mesh to the ground-truth mesh using Iterative Closest Point (ICP) if they are in different scales and orientations before evaluation. Following [9, 11, 48, 70], we report 3D Chamfer Distances between reconstructed mesh vertices and the ground-truth mesh vertices measured in centimeters. In addition, we follow [51] to report the F-scores at a distance threshold of 2%. All the reported numbers are averaged across all frames for each dataset. In general, these metrics measure the following two aspects of the reconstruction quality for each frame in the training videos: the overall quality of the reconstructed 3D mesh surface, and whether the model is able to predict an accurate shape corresponding to the correct object body pose.

**Baselines.** We compare our approach with two baselines in 3D surface reconstruction for deformable objects: BANMo [70] and ViSER [69]. We provide the same root pose initializations to all the methods for fair comparison on each dataset. Note that BANMo and ViSER cannot perform direct pose manipulations, and BANMo utilizes DensePose CSE feature embeddings [34] designed for humans and quadruped animals, which makes it a category-specific method. We show qualitative comparison of our method with BANMo [70] and ViSER [69] in Figure 5. Our approach can achieve similar 3D surface reconstruction quality using a category-agnostic approach while enabling direct pose manipulations. We also show the quantitative comparison with the same baselines: BANMo [70] and ViSER [69] on each dataset in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Eagle CD</th>
<th>Eagle F@2%</th>
<th>iiwa CD</th>
<th>iiwa F@2%</th>
<th>AMA-swing CD</th>
<th>AMA-swing F@2%</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViSER</td>
<td>52.6</td>
<td>9.4</td>
<td>20.6</td>
<td>18.1</td>
<td>17.9</td>
<td>39.2</td>
</tr>
<tr>
<td>BANMo</td>
<td>4.44</td>
<td>82.72</td>
<td>5.55</td>
<td>54.58</td>
<td>9.28</td>
<td>56.24</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>4.21</strong></td>
<td><strong>83.38</strong></td>
<td><strong>5.52</strong></td>
<td><strong>56.53</strong></td>
<td><strong>9.69</strong></td>
<td><strong>53.29</strong></td>
</tr>
</tbody>
</table>

Table 1. 3D surface reconstruction results evaluated in 3D Chamfer Distances (↓) and F-scores (↑) at a distance threshold of 2% averaged across all frames.

**4.5. Ablations**

We run ablation studies on important components of our method to evaluate their effects. Please refer to our supplementary materials for more comprehensive results.
Table 2. Ablation on kinematic chain aware optimization evaluated in 3D Chamfer Distances (↓) and F-scores (↑) at a distance threshold of 2% averaged across all frames.

<table>
<thead>
<tr>
<th>Method</th>
<th>Eagle CD</th>
<th>Eagle F@2%</th>
<th>iiwa CD</th>
<th>iiwa F@2%</th>
<th>AMA-swing CD</th>
<th>AMA-swing F@2%</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o opt.</td>
<td>7.44</td>
<td>57.87</td>
<td>5.69</td>
<td>52.44</td>
<td>11.13</td>
<td>48.88</td>
</tr>
<tr>
<td>with opt.</td>
<td>4.21</td>
<td>83.38</td>
<td>5.52</td>
<td>56.53</td>
<td>9.69</td>
<td>53.29</td>
</tr>
<tr>
<td>Improv.</td>
<td>-3.23</td>
<td>+25.51</td>
<td>-0.17</td>
<td>+4.09</td>
<td>-1.44</td>
<td>+4.41</td>
</tr>
</tbody>
</table>

Kinematic chain. A kinematic chain enables explicit pose manipulations and effectively reduces the unrealistic surface deformations that often occur in 3D surface reconstruction methods. We show the improvements of having a kinematic chain in Figure 6. The kinematic chain correctly re-poses the person’s arm without volume loss, while BANMo [70] and our method with unconstrained anchors fail to model the correct deformations. We also compare the reconstruction results of directly using kinematic chain initialization from [66] and using optimized kinematic chain in Table 2. We are able to gain considerable improvements with the kinematic chain aware optimization stage (Section 3.4.2) because the optimized kinematic chain aligns better with the underlying object body pose in each frame.

Canonical features. DensePose CSE feature embeddings [34] provide pre-trained 2D-3D correspondences for humans and are used by BANMo [70] on the AMA dataset. We also test our approach by replacing the DINO-ViT [3] features with the same DensePose CSE feature embeddings to supervise our canonical features. As shown in Figure 7, the arm is merged with the human body if we disable the canonical feature learning in our method. This is because the model cannot differentiate between the human body and the arm at this pose due to the lack of the object parts level visual cues. With DINO-ViT features, our method can separate the arm from the human body. However, it does not accurately predict the pose of the arm. The small gap between our approach with DINO-ViT and BANMo in Table 1 mainly comes from these inaccurate pose predictions because the quality of the reconstructed mesh surface is similar, as shown in Figure 5.

Number of deformation anchors. The number of deformation anchors is an object-specific hyper-parameter that plays a crucial role in modeling surface deformations. We show the results of using half and double amounts of anchors on AMA and iiwa datasets in Figure 8. Having a small number of anchors limits our method’s ability to model deformations at the robot arm’s joints and the human’s elbows, while having too many anchors makes the optimization process harder due to the over-parameterization of the deformations at the object’s surface.

5. Conclusion

In this paper, we present a novel reconstruction pipeline that builds an animatable 3D model for any articulated objects from a collection of monocular videos. We leverage the foreground masks, optical flow, and pre-trained image features to iteratively optimize the kinematic chain along with the object’s shape, appearance and deformation parameters. Our method can be generalized to any articulated object as it does not rely on category-specific priors. It allows users to render the object in arbitrary viewpoints and to perform pose manipulations in 3D directly while achieving state-of-the-art 3D surface reconstruction results. However, our kinematic chain does not check for unreachable states, such as chain collisions and foldings. We leave the task of learning physically plausible kinematic chains to future work. In addition, our deformation anchors are optimized based on the observed deformations from training videos. Therefore, our model does not generalize well to the novel poses that involve unseen object surface deformations.
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