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Abstract

This work introduces a method to robustly reconstruct 3D human motion from the motion of 2D skeletal landmarks. We propose to use a lasso (least absolute shrinkage and selection operator) optimization framework where the $\ell_1$-norm is computed over the vector of differential angular kinematics and the $\ell_2$-norm is computed over the differential 2D reprojection error. The $\ell_1$-norm term allows us to model sparse kinematic angular motion. The minimization of the reprojection error allows us to assume a bounded noise in both the kinematic model and the 2D landmark detection. This bound is controlled by a scale factor associated to the $\ell_2$-norm data term. A posteriori verification condition is provided to check whether or not the lasso formulation has allowed us to recover the ground-truth 3D human motion. Results on publicly available data demonstrates the effectiveness of the proposed approach on state-of-the-art methods. It shows that both sparsity and bounded noise assumptions encoded in lasso formulation are robust priors to safely recover 3D human motion.

1. Introduction

Solving 3D skeletal human motion recovery from 2D landmark motion is challenging for many critical applications using monocular video: crowd surveillance [10], try-on clothing [14,23], mixed reality [22], human action recognition [48], sports [8] and social-media applications [26]. The main challenge comes from the fact that this problem is ill-posed since more than one combination of camera motion and 3D human motion can produce similar 2D motion [34,40]. Since the past decade, 3D human from single image has become a proper field of investigation and has received a particular attention with several methodological contributions [9,28,43,56]. One of the most popular way of solving this problem is to consider the pose to be retrieved as a linear combination of a pre-trained dictionary [17,43]. An optimization framework is used to estimate the coefficients of the linear combination and the rigid camera pose. This approach is non-convex and has inherent wrong reconstructions due to the possibility of using a wrong initial pose. 3D humans from a single image are usually extended to 3D humans from image sequence by constraining smooth variations over the coefficients of the basis shapes and the camera motion [53,60]. However, such methods may fail if a subset of 3D camera and body poses are not accurate. In this work, we use a prior on separate and sparse motion to constrain frame-to-frame 3D reconstruction (see figure 1). Instead of using a dictionary of shapes, some authors used articulated skeleton as in [50], [20], [31], probabilistic graphical models as in [47], [3], explicit regression by [16], [1]. Most of these methods are based on $\ell_2$-norm minimization which is strongly affected by noise in data and skeleton modeling. In this work, we consider an $\ell_2$-norm minimization on the reprojection error which relaxes equality constraint to account for noise and assumes an upper bound on the noise affecting 2D detection and skeleton modeling [18]. 3D human motion from 2D sequence of skeleton landmarks has been initiated in [6]. A least squares method was used to recover the motion of the articulated angles and the rigid motion of the camera. Park et al. [40] proposed to use constant limb length through time as spatial and temporal constraints to smooth the 3D articulated motion. They showed that at every reconstruction, there exist two solutions which satisfy each instantaneous 2D projection and articulation constraint. Many other works on Non-Rigid Structure-from-Motion with application to human 3D motion recovery have followed [2,15,62]. Specific skeleton-based works using video sequences have also been attempted [37,45,54]. Recently, [34] proposed a criterion combining kinematic and projection matrices to evaluate a posteriori if the recovered 3D human motion corresponds to the ground-truth. Our contribution extends this method by considering noise in landmark detection and skeleton modeling. We propose a lasso formulation that allows us to account for both this noise and for the sparsity in human motion. We use SMPL [32] a parametric kinematic skele-
Figure 1. Left: SMPL model with the associated 24 × 3-angular joints [32]. This skeleton has 72 rotational degrees of freedom and 3 translational degrees of freedom. Top-right: First 10 frames from test sequence run027_09.c0003 in SURREAL dataset. Bottom-right: 3D motion reconstruction with proposed method. From right-to-left frames, the right hip then the right knee are the most prominent joint motion of this sequence.

This model is represented by a set of angular articulations connected by limbs (bones). Each single rotation represents a Degree of Freedom (DoF). Every joint articulation has 3 degrees of freedom (see figure 1-Left). The total number of angular degrees of freedom gathers 72 angles including the orientation of the root hip joint with respect to the camera view. Three more translational degrees of freedom complete the parametric description of the human posture. From a frame to a next one, the $\ell_1$-norm allows us to denoise the articulated motion by sending to zero angular motions that are due to jitter in 2D landmark motion. We assume known an upper bound estimate of the noise in skeleton modeling and landmark detection. The proposed formulation allows us to recover 3D motion even if the number of detected landmarks is smaller than the number of DoFs. We assume that the 2D landmarks can be detected with a state-of-the-art 2D detection of human pose [7, 24].

**Contributions and specificities.** In this paper, we propose a lasso-based formulation of the 3D human motion recovery problem. We minimize both the $\ell_1$-norm of the skeleton’s degrees of freedom and the $\ell_2$-norm of the reprojection error from detected 2D landmarks. The $\ell_1$-norm term encodes the denoising and motion sparsity. The $\ell_2$-norm term relaxes the equality constraint on the 2D reprojection to account for noise in landmark detection and skeleton’s modeling. We derive sufficient conditions to verify a posteriori that the recovered 3D motion corresponds to ground-truth in the noise-free case. We ran experiments to show the robustness of the proposed method to recover accurate support of the sparse angular motion and accurate angular motion. We compare and validate the proposed method to 4 state-of-the-art methods on 3 publicly available dataset.

**2. Related Work**

It is difficult to cover the overall state-of-the-art in 3D human recovery from monocular views. Our study tends to reveal the current methodologies that prevails in the community. In this section, we subdivide related approaches into two sub-categories: single image based and sequential image based approaches. The proposed approach is part of the sequential image based category since it uses the 2D motion between current and previous frame to infer the 3D human motion.

**Single Image based.** [11, 29, 35, 51] used CNNs (Convolutional Neural Networks) to regress 3D human pose from 2D joint locations, semantics or even raw images. Most of these proposed neural networks are difficult to train and the outcome is very dependent to hyperparameter training (batch size, learning rate, type of optimizer, etc). In this paper, we use only kinematic based priors without training any network. [36,38,42,44] used a convolutional neural network to infer 3D articulated pose from an image without using 2D joint locations as input. In this work, we consider the 2D joint location as available and we take into account the noise that is inherent to any landmark detection procedure. [37, 45, 54, 59] combined neural network regression with skeleton kinematic to predict 2D and 3D joint locations. [33, 61] proposed an approach that combines factorization approaches with CNNs approaches. They designed a neural network to predict the coefficients of canonical 3D
human pose and camera viewpoint in two separate channels. These end-to-end methods seem to have an order of magnitude in the 3D reconstruction quality however their heavy computational process is a bottleneck for their application to 3D reconstructions from image sequence. [46] used pose sampling manifold to remove ambiguities from 3D reconstruction regressed by pose networks. Such method which relies on low dimensional parametric dense body are difficult to train and requires many hyper-parameter tuning. It is also difficult to obtain 3D reconstructions aligned with the corresponding 2D landmarks because neural networks fail in regressing accurate translation poses.

**Sequential Image based.** Factorization methods on image sequences were widely attempted [15, 55, 62]. A natural and intuitive representation of a human body is an articulated kinematic structure. This model allows us to constrain the motion with specific and appropriate degrees of freedom through a kinematic chain representation. [21, 40] propose to reconstruct a 3D articulated trajectory given the trajectories of 2D landmarks. These methods use reprojective costs based on the $\ell_2$-norm distance that is known to be non-robust to noise in 2D landmark detection. In this work, we propose to use an $\ell_1$-norm together with an $\ell_2$-norm in the minimization framework. Recently, [34] proposed a sparse articulated 3D motion recovery using an $\ell_1$-norm. However, this approach does not take into account noise in 2D detection and consider the whole degrees of freedom as one single vector. The present work solves these issues by considering both noise and sparsity in human motion. As will be shown, such approach ensures a better recovery of the limbs that move from one frame to another. [37, 53] used the image sequence consistency to impose a temporal bone lengths constraints for both periodic and non-periodic human movements. Constraining bone lengths constancy is not robust since noise in 2D landmark detection can introduce ambiguity in bone lengths and poses recovery. [28, 30, 49, 57] used a neural network architecture to learn latent poses with self-attention kinematics to produce plausible 3D shapes. [4] used bundle-adjustment-based to reconstruct 3D humans with temporal coherence. The advantage of such approach is to resolve ambiguities when having multiple point of views. However, it can run only in an offline mode and requires a large amount of images. Spatial transformers to 3D human reconstruction were also introduced as a new trend in neural networks [58]. Such method cannot be applied online since it requires future frames to predict middle frame 3D pose. In contrast to methods predicting low dimensional 3D feature descriptors, [13] proposed to regress dense vertices positions by training a neural network that extract features from a single image, which are then used in a gradient descent algorithm. This method lack of physical constraints and can reconstruct non plausible shapes.

**Notation.** Normal letters = scalars, e.g., $a, b, A, B, etc.$ Bold small letters = vectors, e.g., $\mathbf{a}, \mathbf{c} etc.$ Bold capital letters = matrices, e.g., $\mathbf{A}, \mathbf{B}, etc.$ Calligraphic letters = sets, e.g., $\mathcal{A}, \mathcal{B}, etc.$ Indices: $i$ and $j$ are the element of vector $\mathbf{a}$: $a_i$. Element located at row $i$ and column $j$ of $\mathbf{A}$: $A_{ij}$. $A^T$ denotes the transpose of $\mathbf{a}$. $\bar{A}$ denotes the complementary set of $\mathcal{A}$. If $\mathcal{V}$ is a set of indices, $\mathbf{A}_\mathcal{V}$ represents the submatrix of $\mathbf{A}$ made up of the columns indexed by $\mathcal{V}$. $\mathbf{A}_k$ stands for the $k$-th column of $\mathbf{A}$. $|\mathcal{V}|$ denotes the cardinal of $\mathcal{V}$, $|a|$ stands for the absolute value of real number $a$. There should be no confusion from the context in using the same symbol for the cardinal of a set and the absolute value of a real number. $a_\mathcal{V}$ represent either the restriction of $a$ to the indices in $\mathcal{V}$, or the vector which coincides with $a$ on the indices in $\mathcal{V}$ and is extended to zero outside $\mathcal{V}$. It should be clear from the context which notation is meant. $[\mathbf{A}, \mathbf{B}]$ denotes the row-wise concatenation of matrices $\mathbf{A}$ and $\mathbf{B}$. $[n] = \{1, \ldots, n\}$, $n \in \mathbb{N}$. $[n]^*$: All subsets of $[n]$ of cardinal $s$. $\text{supp}(\mathbf{a}) = \{i : a(i) \neq 0\}$ is the set of integers indexing the non-zero elements of $\mathbf{a}$. $\mathbf{a}_{i=1}^k = [a_1 \ldots a_k]$, $\mathbf{a}_{i=1}^k = [a_1 \ldots a_k]$. $\ker(\mathbf{A}) = \{\mathbf{x} : \mathbf{A}\mathbf{x} = \mathbf{0}\}$. $\text{span}(\mathbf{A}) = \{\mathbf{y} : \mathbf{A}\mathbf{y} = \mathbf{y}, \mathbf{y} \text{ real vector}\}$.

$\| \cdot \|_0$ is the $\ell_0$-norm. $\mathbf{A}^+$ denotes the Moore-Penrose pseudo inverse of matrix $\mathbf{A}$. The symbol $[\mathbf{A}, \mathbf{B}]$ stands for horizontal concatenation of matrices. Finally, $\mathbf{1}_n$ is the n-vector where every element is equal to 1. $\mathbf{0}$ is the vector of zeros. Its dimension will be understood from the context.

### 3. Mathematical definitions and modeling

#### 3.1. Definitions and Assumptions

The human skeleton can be seen as a multi-serial kinematic chains with the hip as a common root joint. Every kinematic joint is composed of a set of angular degrees of freedom (ADoFs). If the total number of ADoFs is $n$, then a skeleton angular motion can be uniquely represented by a real $n$-vector of angular motion $\boldsymbol{\Omega} = [\omega_1, \ldots, \omega_n]$. Let us assume $\mathcal{F} = \{1, \ldots, n\}$ as the set of global indices of vector $\boldsymbol{\Omega}$.

**Definition 1** The support of the global motion vector $\boldsymbol{\Omega}$ is the subset composed of global indices of its non-zero elements

$$\mathcal{V} := \{i \in \mathcal{F}, \text{ s.t. } \omega_i \neq 0\}. \quad (1)$$

Since $\boldsymbol{\Omega}$ is composed of zeros and non-zeros elements, its $\ell_1$-norm can or cannot be differentiable. The concept of gradient is then extended to subgradient so that,

**Definition 2** The subdifferential of $\|\boldsymbol{\Omega}\|_1$ is called subgradient and is a set defined as:

$$\partial \|\boldsymbol{\Omega}\|_1 = \left\{ \Sigma |\Sigma_i \mathcal{V} \Omega = \|\boldsymbol{\Omega}\|_1, \|\Sigma\|_\infty \leq 1 \right\} \quad (2)$$

$$= \left\{ \Sigma |\Sigma_i = \text{sign}(\omega_i), \text{ if } \omega_i \neq 0 \text{ and } |\Sigma_i| \leq 1 \text{ otherwise} \right\} \quad (3)$$
Where \( \text{sign}(\omega_i) = 1 \) if \( \omega_i > 0 \) and \( \text{sign}(\omega_i) = -1 \) is \( \omega_i < 0 \). If \( \omega_i = 0 \), its subdifferential is not unique and can be any real number between \(-1\) and \(1\).

### 3.2. Observation Model with Noise

Let us consider the 2D differential motion vector \( y \in \mathbb{R}^{2l} \) of \( l \leq \gamma \) joints from two successive monocular frames. Let us assume \( P \in \mathbb{R}^{2l \times 3l}, D \in \mathbb{R}^{3l \times 6} \) and \( J \in \mathbb{R}^{3l \times n} \) as respectively the Jacobians matrices of perspective projection, camera-to-skeleton rigid pose and the articulated skeleton’s pose. These three matrices are calculated by linearizing the associated non-linear mappings at the current 3D skeleton and camera poses. Let us further denote \( x \) as the vector of rigid camera-to-body motion. The first order Taylor expansion about the current camera and body 3D poses set the linear relationship between the 2D motion and the 3D motion as follows

\[
y = PDx + PJ\Omega.
\] (4)

The details of mathematical development to obtain equation 4 are described in the supplementary material. This equation, which was used in previous works [34,40], considers the approximate observation model as being accurate. Such hypothesis can cause either a failure case of reconstructing ground-truth 3D shape or at best a non-accurate estimate if the noise level is not too high and the equality constraint still can explain a kinematic skeleton’s motion. Let us assume \( \epsilon \) as the sum of the Taylor’s expansion remainder, the noise in skeleton modeling and the noise in 2D landmark detection. If we consider \( \text{realObs} \) as the vector of real 2D measurement, then the above equation can be rewritten as

\[
z = PDx + PJ\Omega + \epsilon.
\] (5)

In this work, we consider minimizing the \( \ell_2 \)-norm of the noise \( \epsilon \) instead of imposing the equality constraint 4 since in real application \( y \) is not available.

### 4. Robust 3D human motion from monocular 2D landmark motion

Given a skeleton of known and noisy 2D motion landmarks \( z \in \mathbb{R}^2 \) with sparse differential kinematics, the 3D motion reconstruction problem can be stated as follows

\[
\left( \hat{x}, \hat{\Omega} \right) \in \arg \min_{(x, \hat{\Omega})} \mathcal{L} \left( \hat{x}, \hat{\Omega} \right)
\] (6)

s.t. \( \mathcal{L} \left( \hat{x}, \hat{\Omega} \right) = \left\{ \alpha \left\| \hat{\Omega} \right\|_{1} + \frac{1}{2} \left\| z - PD\hat{x} - PJ\hat{\Omega} \right\|_{2}^{2} \right\} \) \] (7)

Where \( \alpha \) is real positive number weighting how sparse the differential kinematic will be. When \( \alpha \) is large it enforces differential kinematic sparsity. The lasso optimization stated in equation 6 is a convex problem. It is non-differentiable every time one of the differential kinematic angle does not undergo any motion.

### 5. A Posteriori Recovery Condition of Ground-Truth Motion

Let us consider \((x^*, \Omega^*)\) as the ground-truth solution of the noise free equality problem

\[
z = PDx^* + PJ\Omega^*.
\] (8)

The ground-truth support of \( \Omega^* \) is then denoted \( V^* \). Let us denote \( \Omega_{V^*} \in \mathbb{R}^{\left| V^* \right|} \) the vector built from considering only non-elements of \( \Omega^* \). Let us denote \( J_{V^*} \in \mathbb{R}^{2l \times \left| V^* \right|} \) the matrix constructed from \( J \) by keeping only the columns that correspond to non-zero elements of \( \Omega^* \). The following theorem provides a sufficient tool of checklist to verify the ground-truth recovery of the noise-free motion 8 by solving problem 6.

**Theorem 1** The solution \( \Omega^* \) of equation 8 is the unique minimizer of problem 6 if the following conditions are verified:

1. \( \left| PJ_{k}^T \left( PJ_{V^*} \right)^+ \right| < 1 \), for all columns \( PJ \) not in \( PJ_{V^*} \).
2. \( \left| PJ_{k}^T \left( PJ_{V^*} \right)^+ \right| \) is full rank of dimension \( 2 \times l \).
3. \( \text{sign}(\Omega_{V^*}) = \text{sign}\left( \Omega_{V^*} - \alpha \left( PJ_{V^*}^T PJ_{V^*} \right)^{-1} \text{sign}(\Omega_{V^*}) \right) \) for all \( \alpha \) such that \( 0 < \alpha < \beta \).
4. \( \left( PJ_{V^*} \right)^+ \text{sign}(\Omega^*) \in \ker \left( (PD)^T \right) \).

Please refer the supplementary material for the proof of this theorem.

### 6. Experimental Results

#### 6.1. Implementation and Experimental Setup

In this work, we use the SMPL model as a kinematic skeleton model whose root is at the center of the hip [32]. The SMPL model is a parametric human model with shape parameters and pose parameters. It has 23 pivot joints which provides a set of 69 angular kinematic degrees of freedom. The camera to skeleton’s root orientation is represented by 3-rotations that are part of the \( \Omega \) vector. The total angular degrees of freedom is \( n = 72 \). \( x \) is a 3-real vector that represents the translation from camera to skeleton’s root. The SMPL model has in addition 10 parameters that cast different human shapes and forms. In this work, we do not estimate these parameters and we use the ground-truth
values provided in the dataset for both the proposed and compared methods. The proposed formulation is implemented using Python 3.7 on MacBookPro running at 2.3 GHz an Intel Core i9 processor. Problem 6 is solved using proximal gradient descent methods [12, 39]. The initial pose that is needed as first reference is computed using a gold standard method [37]. This method is applied on the first 3 frames of every sequence. These frames are discarded in the evaluation process. The weighting parameter $\alpha$ is experimentally set to 0.2. We use 3 publicly available dataset: SURREAL [52], HUMAN3.6M [25] and PANOPTIC [27]. Using SURREAL, we evaluate on all video sequences from the test set which contains 12528 clips of 100 frames each. This dataset contains synthetic human 3D poses with noise-free 2D landmarks. To provide additional tests on the robustness to noise in landmarks detection, we augment the 2D landmarks of this dataset with a Gaussian noise of zero mean and 2 pixels in standard deviation. With HUMAN3.6M, the evaluation is processed on all actions for subject 9 and 11 as was initially used in [25]. The remaining subjects are reserved for training by the deep-learning methods. We use Protocol 1 which uses all the points of view and Protocol 2 which uses only the frontal point of view [5, 41, 51]. Finally, the pose 1 video scenarios from PANOPTIC are used as third set of frames for validation. We use an fps of 30 for sampling the videos of the three datasets. We show that this frame rate is high enough to keep descent model noise in the linearized equation 4 and guarantee a valid assumption of sparse articulated motion from frame-to-frame.

### 6.2. Evaluation

The proposed approach is compared to 4 state-of-the-art methods that consist in [28], [49], [42] and [34]. [28] infers 3D human from an image sequence by using a spatio-temporal deep-encoder. [49] produces 3D human reconstructions using an attention temporal Convolutional Neural Network. [42] uses a ConvNet to regress the 75 degrees of freedom of SMPL pose and 10 parameters of SMPL shape. In our study we compare the result with this method by using ground-truth SMPL shapes from the dataset. [34] uses an $\ell_1$-norm minimization of the angular degrees of freedom with equality constraint as in equation 4. This method is used to show the relevance of the robust formulation of the proposed approach. Our quantitative study uses the Mean Per-Joint Position Error (MPJPE) in [mm] with the center hip as basis root. We also report the reconstruction error [19], which uses Procrustes Analysis to rigidly align the reconstruction with ground truth and then compute the MPJPE. Reconstruction error relates only the body posture to the ground truth without including the camera-to-body estimate. Tables 1 and 2 report the MPJPE and reconstruction errors for the compared and proposed methods. Table 2-left reports MPJPE and reconstruction errors considering noise-free 2D landmarks positions from SURREAL. Table 2-right reports MPJPE when adding noise in 2D landmarks positions. The added noise is a centered Gaussian

<table>
<thead>
<tr>
<th></th>
<th>MPJPE(P1)</th>
<th>MPJPE(P2)</th>
<th>Reconst. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>[28]</td>
<td>87.7</td>
<td>79.3</td>
<td>58.6</td>
</tr>
<tr>
<td>[49]</td>
<td>88.5</td>
<td>52.1</td>
<td></td>
</tr>
<tr>
<td>[42]</td>
<td>77.7</td>
<td>85.4</td>
<td>74.1</td>
</tr>
<tr>
<td>[34]</td>
<td>81.8</td>
<td>75.9</td>
<td>70.3</td>
</tr>
<tr>
<td>Ours</td>
<td>68.3</td>
<td>70.1</td>
<td>65.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MPJPE</th>
<th>Reconst. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>[28]</td>
<td>58.4</td>
<td>43.7</td>
</tr>
<tr>
<td>[49]</td>
<td>66.5</td>
<td>54.8</td>
</tr>
<tr>
<td>[42]</td>
<td>56.9</td>
<td>53.1</td>
</tr>
<tr>
<td>[34]</td>
<td>26.8</td>
<td>19.8</td>
</tr>
<tr>
<td>Ours</td>
<td>23.1</td>
<td>14.9</td>
</tr>
</tbody>
</table>

Table 1. Top: Evaluation of the proposed method on HUMAN3.6M, following Protocol 1 (P1) and Protocol 2 (P2). Reconstruction error is reported as an average for both protocols. Bottom: Evaluation of the proposed method on PANOPTIC.

<table>
<thead>
<tr>
<th>Noise std</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>[28]</td>
<td>66.7</td>
<td>71.1</td>
<td>74.3</td>
<td>78.9</td>
</tr>
<tr>
<td>[49]</td>
<td>72.3</td>
<td>73.2</td>
<td>77.4</td>
<td>82.3</td>
</tr>
<tr>
<td>[42]</td>
<td>35.4</td>
<td>36.8</td>
<td>39.7</td>
<td>43.4</td>
</tr>
<tr>
<td>[34]</td>
<td>29.8</td>
<td>32.5</td>
<td>38.6</td>
<td>44.3</td>
</tr>
<tr>
<td>Ours</td>
<td>25.7</td>
<td>27.1</td>
<td>30.1</td>
<td>33.4</td>
</tr>
</tbody>
</table>

Table 2. Evaluation of the proposed method on SURREAL. Top: MPJPE and reconstruction errors zero noise in 2D landmarks. Bottom: MPJPE under different standard deviation of Gaussian centered noise in 2D landmarks.
with different standard deviations ranging from 1 to 4 pixels. The proposed method shows global good averages in MPJPE and reconstruction errors. It particularly handles well the challenging postures like Eat and Sit-Down in HUMAN3.6M. Figures 4 and 3 display qualitative results on challenging sequences from SURREAL dataset. As can be observed, the arm motion with upper movement in figure 3 and backward movement in figure 4 are better reconstructed with the proposed lasso formulation. Finally, SURREAL dataset is used to evaluate the sufficient conditions of ground-truth recovery from theorem 1. The test set from this data is modified according to two protocols: (1) Test-3supp regenerate the 3D motion by setting to zero 69 elements of $\Omega$. (2) Test-6supp regenerate the 3D motion by setting to zero 66 elements of $\Omega$. For every test we ran experiments with different standard deviation noise in the 2D detected landmarks. Figures 2 draws the precision-recall curves of support recoveries for both protocols. It appears that the proposed methods shows robustness to increasing standard deviation noise. At low amount of noise (less than 3 pixels in std), the proposed method and [34] shows similar rate of accuracy. At higher amount of noise, [34] shows weaker precision due to the equality constraint that is less satisfied. Test-3supp and Test-6supp show also that in noise free case [34] performs better to recover angular motion with fewer sparsity. Test-3supp has given 95% rate of success in the sufficient conditions of theorem 1 while Test-6supp has decreased this rate to 80%. This result shows how much restrictive are the sufficient conditions and reveal the fact that they fit better motion recovery with very low amount of moving joints. The method by [28] shows weak precision performance and good recall performance. [49] and [42] are not displayed because they showed performances similar to [28]. It appears that deep neural network based approaches do not perform well to recover zero differential kinematics.

6.3. Discussion

The resolution of problem 6 allows us to accurately and robustly reconstruct 3D human motion from 2D landmark motion. The minimization of the reprojection constraint is more realistic then solving the problem with an equality constraint as was proposed in [34]. The parameter $\alpha$ tunes how sparse the angular rotations should be. More $\alpha$ is small and close to zero, more the solution of 6 converges to the same solution provided by an equality constraint [18]. Experimentally, the threshold value is $\alpha_0 = 10^{-5}$. In all our experiments we used $\alpha = 0.2$. We test the effect of occluding randomly one 2D landmark per-frame during the whole sequence of SURREAL dataset. The results are as follows in term of MPJPE: [28]: 70.4, [49]: 74.9, [42]: 38.5, [34]:33.2 and Ours: 27.6. To avoid failure cases we re-compute an initialization pose every 300 frames in average for a 30 fps video as was done in [34].

7. Conclusion

In this paper we have presented a robust approach to reconstruct 3D human motion from noisy 2D detected landmarks. The proposed method relies on a lasso formulation with an $\ell_1$-norm on the joint motion and an $\ell_2$-norm on the reprojection error of the 2D motion. The lasso-based formulation shows better performance than a formulation based on an equality constraint of the reprojection error. This paper also presented a posteriori sufficient condition verification on the exact support recovery using a lasso-based formulation. The experiments have shown 95% of success in the sufficient conditions when the joint motion has 3 degrees of freedom of non-zero differential kinematics.
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