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Abstract

Augmenting LiDAR input with multiple previous frames
provides richer semantic information and thus boosts per-
formance in 3D object detection, However, crowded point
clouds in multi-frames can hurt the precise position infor-
mation due to the motion blur and inaccurate point projec-
tion. In this work, we propose a novel feature fusion strat-
egy, DynStaF (Dynamic-Static Fusion), which enhances the
rich semantic information provided by the multi-frame (dy-
namic branch) with the accurate location information from
the current single-frame (static branch). To effectively ex-
tract and aggregate complimentary features, DynStaF con-
tains two modules, Neighborhood Cross Attention (NCA)
and Dynamic-Static Interaction (DSI), operating through a
dual pathway architecture. NCA takes the features in the
static branch as queries and the features in the dynamic
branch as keys (values). When computing the attention, we
address the sparsity of point clouds and take only neighbor-
hood positions into consideration. NCA fuses two features
at different feature map scales, followed by DSI providing
the comprehensive interaction. To analyze our proposed
strategy DynStaF, we conduct extensive experiments on the
nuScenes dataset. On the test set, DynStaF increases the
performance of PointPillars in NDS by a large margin from
57.7% to 61.6%. When combined with CenterPoint, our
framework achieves 61.0% mAP and 67.7% NDS, leading
to the state-of-the-art performance without bells and whis-
tles. Our Code will be publicly available.

1. Introduction

LiDAR sensor is widely used for 3D object detection
in the context of autonomous driving because of its high
precision in depth information. Recent methods based on
LiDAR information utilizing Bird’s Eye View (BEV) can
be mainly categorized into two groups: voxel-based (Vox-
elNet proposed by Zhou and Tuzel [27]) and pillar-based
(PointPillar proposed by Lang et al. [1 1]). The former group
[7, 23, 24, 27] first divides points in the space into equally
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(a) Multi-frame input.

(b) Single-frame input.

Figure 1. Visualization of multi-frame (10 sweeps) and single-
frame input. Bounding boxes are ground-truth objects on
nuScenes. Zoom-in images above demonstrate a clear view.

distributed voxels, and obtain features with several 3D con-
vectional layers. The latter one [6, 11, 20, 21] converts 3D
points into pseudo images by generating pillars at each po-
sition in a 2D image, whose size on the vertical-axis being
equal to the whole available space and thus is able to di-
rectly acquire feature representations using 2D convolution.
Without feature compression on the vertical-axis, voxel-
based methods yield higher performance, while pillar-based
models are more efficient in the computation and preferred
in real-time applications.

LiDAR point cloud contains precise geometric shapes
and exact positions of objects, but it suffers from the ir-
regular point density: points are dense in the area closed
to the LiDAR sensor while very sparse far away. Detect-
ing objects with fewer points is very difficult. Suggested
by [2, 12], using multiple LiDAR sweeps (frames) provides
richer point cloud information to eliminate the unclarity due
to the sparsity of the points. Points from multiple sweeps
are aggregated directly and distinguished by expanding in-
put data with relative timestamp information as an extra di-
mension, which also enhances the network with valuable
temporal information. Figure 1 illustrates the difference be-
tween the multi-frame and single-frame input. In this scene,
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there are several vehicles and pedestrians in front of the car.
It is easy to determine the location of objects based on the
unambiguous points on their surface with a single sweep.
However, after accumulating ten sweeps of point clouds,
motion blur is observed around vehicles and pedestrians
such that edges of moving objects become obscure to be ac-
curately recognized (see zoom-in images), leading to con-
fusion about concrete positions. In a word, multi-frame Li-
DAR input boosts recognition performance by augmenting
the input with meaningful motion characteristics (dynamic
information), but suppresses the advantage of a single frame
in exact object localization capability (static information).

However, existing works commonly employs only multi-
frame point cloud data as input, such as [5, 7, 10, 29]
conducting experiments on the large-scale outdoor dataset
nuScenes [2]. Based on the observations above, we pro-
pose a novel unified framework named DynStaF, standing
for Dynamic-Static Fusion, to bridge the current research
gap by fusing the rich semantic information provided by
the multi-frame input with the accurate location informa-
tion from the single-frame data effectively. To the best of
our knowledge, DynStaF is the first attempt to deploy a two-
stream architecture for extracting and fusing features from
multi-frame and single-frame LiDAR input.

DynStaF deploys a dual pathway architecture to oper-
ate on BEV features from both input types concurrently
across the 2D backbone. To address the feature interaction,
we introduce two fusion modules, Neighborhood Cross At-
tention (NCA) and Dynamic-Static Interaction (DSI) per-
forming feature fusion between two branches at different
levels. An attention mechanism is adapted to produce the
cross attention, but a vanilla cross attention module com-
putes the attention matrix globally. LiDAR BEV feature
maps are sparse where correlative features are distributed
locally. Considering this characteristic of BEV features, we
do not need to compute global attention, as it does not bring
significant benefits but introduce an overhead of computa-
tion. Thus, we choose to conduct cross-attention limited to
the neighborhood area. Concretely, NCA regards features
from the single-frame branch as queries and obtains keys
and values in the neighborhood of queries from the multi-
frame feature map. After several blocks in the backbone,
the feature maps become dense. At this stage, we utilize the
CNN-based DSI module which conducts comprehensive in-
teraction at each pixel position. The fused feature contains
rich semantic context and accurate position information that
promotes the detection precision.

In summary, our work has three main contributions:

* We propose a novel feature fusion strategy termed as
DynStaF which has a dual pathway architecture to ef-
ficiently fuse the complementary information from the
multi-frame and single-frame LiDAR input.

* Taking into account the specific features of BEV fea-
ture maps extracted from dynamic and static branches,
we introduce two modules designed for fusion at dis-
tinct levels. Neighborhood Cross Attention module
is designed for sparse feature maps, while Dynamic-
Static Interaction module for dense feature maps.

* We conduct extensive experiments to analyze and
benchmark our methods on the challenging dataset
nuScenes. DynStaF boosts the performance of Point-
Pillars [11] significantly on the nuScenes test set by
3.9% in NDS and 5.9% in mAP. When using Center-
Point [26] as the backbone, our framework achieves
67.7% and 61.0% in NDS and mAP, respectively, sur-
passing other state-of-the-art methods without bells
and whistles.

2. Related Work

3D object detection with LiDAR. The task of 3D object
detection based on LiDAR in autonomous driving recently
is to detect traffic participants and place 3D bounding boxes
around them. Along with the detection, classes as well as
attributes of objects (e.g., moving or parked) or other infor-
mation are estimated [2, |8]. Recent algorithms for LIDAR
3D object detection are all based on BEV feature maps.
VoxelNet [27] turns point clouds into voxels and apply first
3D CNNs to encode the voxel features and then 2D convo-
lutions to accomplish the detection. Besides, SECOND is
another popular framework deploying 3D convolution op-
erations [23]. Lang et al. [1 1] propose to encode the point
clouds to pillar vectors and then project these pillars onto
the 2D BEV space. Frameworks based on PointPillars only
need 2D convolutional layers to process the point BEV fea-
ture maps for 3D object detection [6, |1, 20, 21]. To further
boost the performance of detectors, CenterPoint [26] pro-
poses a new detection head, which first detects object cen-
ters of and then computes other attributes such as bounding
box sizes, followed by refining these estimates in the sec-
ond phase. It turns to be effective when combining with a
3D backbone such as VoxelNet, which is widely used as a
state-of-the-art framework. In this work, we use PointPil-
lars and CenterPoint as our 2D and 3D backbones to show
the effectiveness and the compatibility of our DynStaF.

Feature fusion strategy. Feature fusion can boost the
performance in 3D LiDAR object detection. Multi-
modality fusion is one popular strategy, for example, [,

, 14] propose frameworks that fuse camera and LiDAR
data, where the performance is stronger than using a sin-
gle modality. Another group of feature fusion works does
not require multiple sensors, for instance, Deng et al. [7]
fuse BEV features with RV (range view) features, as RV
provides dense features while BEV features are sparse but
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not overlapped. Combining two views improves the per-
formance as it gives comprehensive spatial context. HVPR
(Hybrid Voxel-Point Representation) [15] utilizes voxel-
based features and point-based features as used in Point-
Net++ [17]. In this way, voxel features, which are effective
to be extracted, are integrated with more accurate 3D struc-
tures from point streams. As geometric information gets
lost when projecting to the 2D BEV space, MDRNet [10]
enriches the BEV features with voxel features to keep the
geometry information. In our project, we propose a novel
feature fusion strategy based on the characteristics of multi-
frame and single-frame LiDAR input, which keeps features
in both branches interacting across the whole BEV feature
processing. Our strategy is trained end-to-end on the 2D
BEV space, which can be directly applied to any state-of-
the-art architectures to boost the performance.

Transformer attention mechanism. Thanks to the atten-
tion mechanism, the transformer architecture is powerful
in fusing features from different source or modalities for
3D object detection or other tasks in autonomous driving
[1,7,12,13, 28]. In [7], the authors use the BEV features
as queries and RV features as keys and values to conduct the
cross attention between the two views. TransFusion [1] de-
signs a new detection head based on transformer. In the first
stage, a sparse set of object queries from LiDAR BEV fea-
tures are used to get the initial bounding boxes; In the sec-
ond stage, another transformer layer is deployed to obtain
the cross attention from camera images and LiDAR data.
Centerformer [28] enhances the center-based object detec-
tion by using the center candidates as queries in a DETR-
style (DEtection TRansformer [3]) transformer. Moreover,
cross attention between current frame and previous frames
are extracted using a deformable DETR [30]. Li et al. [13]
also deploy deformable DETR to gain the temporal and spa-
tial attention among multi-camera images for the object de-
tection. Different from previous work, our method adopts
the neighborhood attention mechanism for transformers [8]
to get the cross attention between multi-frame and single-
frame LiDAR input. As the BEV features are sparse, the
object should be at a similar spatial location in both input
and thus focusing on neighborhood produces high-quality
fusion, which is verified by our experiment results.

3. Method

Most recent LiDAR-based 3D detection approaches ag-
gregate raw point clouds from a sequence of LiDAR point
clouds and use the (relative) timestamp as an additional fea-
ture dimension to improve detection performance. This set-
ting is effective in compensating the sparsity of point clouds
with a single frame as input for 3D object detection. As
discussed in Section 1, point clouds from previous frames
will bring ambiguity in localization especially for moving

objects in crowded scenarios. To mitigate this adverse im-
pact, we propose to deploy cross attention to efficiently
fuse spatio-temporal semantic features from input sequence
with the accurate localization information from the current
frame. A dual pathway architecture is designed to pro-
cess current and aggregated point clouds separately, where
the extracted features are fused progressively. Our frame-
work is termed as “DynStaF”, and we refer the multi-frame
branch as “Dynamic Branch” and the single-frame branch
as “Static Branch” to highlight the rich motion information
and accurate location information in each branch.

3.1. Overall Architecture

We follow general 3D LiDAR object detector settings
without requiring any extra input information. Popular de-
tectors such as pillar-based frameworks project point cloud
into BEV feature space after voxelization (Voxel Feature
Encoding), while voxel-based frameworks usually process
the voxels with a 3D backbone additionally. All popular
pillar-based/voxel-based architectures can be straightly de-
ployed as the dynamic branch in DynStaF. Complicated 3D
backbones may be used to process voxels to obtain BEV
features such as in CenterPoint [26]. However, the static
branch is designed to be light-weighted and only needs VFE
to encode the BEV features, i.e., no 3D backbone is needed
in the static branch. DynStaF operates on BEV features.
The projected BEV feature map of dynamic branch is de-
noted as Fy; € RCaxWaxHa gnd F, e RC*WsxHs for
static branch, where C, W and H refer to the number of
channel, width and height of the generated BEV maps, re-
spectively. Before starting the feature fusion, F is pro-
cessed with extra convolutional layers to reach the same di-
mension as Fj if their dimensions vary. Feature fusion be-
tween two branches occurs regressively using NCA in our
DynStaF, as illustrate in Figure 2 (Upper).

In the [-th fusion block (I € {1,2,...,N}), given the
input dynamic branch feature F; and static branch feature
Fsl, the output can be formulated as:

Fitt = B (AYF), FL)) (1)

where A!(-) is the NCA module and B! () refers to the CNN
block. In the dynamic branch, Ffl is processed only by the
2D CNN blocks as it is in the original backbone. After these
two operations, the output F' is designed to be in the same
dimension as F! for each layer. After all N blocks (V is
identical to the number of blocks in the dynamic 2D back-
bone), the feature maps F9“* and F2“* have smaller sizes,
i.e., the features are dense compared to the BEV features in
the beginning. At this stage, the DSI module enhances the
interaction between two features, whose output is fed to the
rest of the pipeline for object detection.
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Figure 2. Upper: Overall Architecture of DynStaF. 2D convolutional backbone is highlighted with the gray color. Bottom: The overview
of two core fusion modules: Neighborhood Cross Attention (NCA) and Dynamic-Static Interaction (DSI). Channel dimension in NCA is

omitted for a clear view.

3.2. Dynamic-Static Fusion Module

Neighborhood Cross Attention (NCA) module. Con-
sidering that BEV features from the static branch provides
precise object location information and the rich spatio-
temporal semantic information can be found in dynamic
branch, we use features in F! as queries and generate keys
and values from F (fl to achieve the cross attention. As rele-
vant features for the same object should locate at a similar
position in both features, we argue that the local informa-
tion in the neighborhood of a specific query is more essen-
tial to build the cross attention in the context of BEV fea-
ture maps. Moreover, BEV feature maps are relatively large
but sparse, where only a few number of pixels are occupied
with non-empty pillars. Limiting a neighborhood helps save
computational cost as well. We adapt Neighborhood Atten-
tion Transformer proposed for establishing self attention in
the image classification task in [8] to our purpose of build-
ing cross attention. The illustration of the cross attention is
shown in Figure 2 (Bottom Left).

Concretely, we first tokenize the BEV feature map using
convolutional layers and denote it as a sequence of m-dim
feature vectors, for instance the feature sequence from the
static branch is Fy, € R™*™. The tokenized feature F is
linearly projected to a query Qs € R"™*4. For the tokenized
feature sequence in the multi-frame branch, it is projected

to the key Ky € R™*? and the value V; € R"*" using
a linear layer. The cross attention A. for a query ¢ in the
single-frame feature map is calculated as:

Qi (G + B,
Vo e

where p(i) is the neighborhood with the size of k centered
at the same position in the multi-frame branch, B(*(?)) de-
notes the positional bias added to the attention and o refers
to SoftMax. When multi-headed attention is applied, the
outputs of each head are concatenated. For each pixel in the
feature map, we calculate the cross attention as above.
Another linear layer is added on top of the A%. A short-
cut and two extra linear layers are utilized to further process
this output. To enhance the features with accurate position
information, we compute the self attention of the single-
frame branch using the same algorithm, but use the linear
projection to obtain queries, keys and values all from the
single-frame feature. The concatenation of the outputs from
the cross attention and self attention is fed into a convolu-
tional layer, leading to the final output of the NCA module.
The complete operation of NCA is depicted in Figure 3.

Al = o

2

Dynamic-Static Interaction (DSI) module. After pro-
cessed by the CNN and NCA blocks, feature maps become
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Figure 3. Illustration of Neighborhood Cross Attention (NCA)
module. Input is feature maps from two branches F and FJ.

dense and rich in information. Although the static branch is
already enhanced with local features from dynamic branch
by NCA, it cannot guarantee to keep all detailed semantic
knowledge of the objects. Therefore, we add an interaction
module before the detection head to sufficiently consoli-
date features from two branches. Given the features from
the single-frame branch denoted as Fo%* € RE*WxH and
Fgut € RE*WXH from the multi-frame branch, the con-
catenation of both feature maps F, € R2¢*WxH s used to
guide the interaction as it contains a comprehensive view
of both features. Specifically, three convolutional layers
first process Fi., Fo"* and F9“' separately, whose output
here denote as F/, F, and F);. DSI takes them as input
and produces two feature maps for each branch using CNN
blocks as depicted in Figure 2 (Bottom Right). The two out-
put components of DSI is then concatenated together with
F!, followed by another CNN block to produce the output
F, e REXWXH which is fed into the detection head.

4. Experiments
4.1. Implementation details

Dataset. We conduct our experiments on nuScenes [2],
which is a large-scale dataset collected in the real-world
containing multiple sensor data. In this work, we only use
the LiDAR data (with the frequency of 20 FPS) to tackle
with the 3D object detection task. In total, there are 700
video sequences in the training set, 150 videos in validation
and test sets each. Following most of the previous works
[1, 2, 7], we use 10 sweeps for the multi-frame input, cor-
responding to the LiDAR information in the previous 0.5s.
Ten object categories ranging from cars, pedestrians to traf-
fic cones are labelled.

Architecture details. We test our DynStaF strategy on
two popular frameworks, Pointpillars [1 ] and CenterPoint
[26]. When adding DynStaF to the PointPillars, we use
three NCA modules to get the fused features, the same
number of CNN blocks in the 2D backbone as in the orig-
inal framework. CenterPoint network has two 2D convolu-
tional blocks before the CenterPoint Head, where DynStaF
is plugged in. As CenterPoint contains 3D backbone to pro-
cess voxels, we reduce the channel number in the 2D back-
bone by half to keep the comparable computation cost. For
each NCA module, given the corresponding CNN block in
the dynamic branch with the input feature size of ¢; X w; X h;
and the output size of ¢, X w, X h,, we first use two con-
volutional layers to tokenize the features (i.e., F}; and F?)
into the features with the size %’ X w; X h;. Then, the cross
attention is calculated with the neighborhood range set to 7
and the number of attention heads to 8. Each NCA module
produces features with the same output size of ¢, X w, X h,.

Training Loss We use the anchor-based loss proposed in
[11] for training the PointPillars-based model. The loss is
the weighted sum of three components: localization loss
(L1 loss), classification loss (focal loss) and direction loss
(cross-entropy loss), whose weights are 0.25, 1.0, 0.2, re-
spectively. The loss used to train the CenterPoint-based
model is anchor-free [26], which contains classification loss
and regression loss. The former one is the cross-entropy
loss between the predicted and ground-truth labels with the
weight of 1, and the latter one is the L1 regression loss of
bounding boxes with the weight of 0.25.

Training details. For PointPillars-based models, the
point range is set to [-51.2m, 51.2m] for x-/y-axis and [-5,
3] for z-axis. During training, points are randomly flipped
along x- and y-axis. Random rotation with a range of [-Z,
5] around the z-axis is applied. Moreover, a random global
scaling factor is set in the range of [0.95, 1.05]. When
uisng CenterPoint with the voxel size of (0.075m, 0.075m,
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0.2m), random rotation along z-axis is set to [-%, %]. Class-
balanced sampling [29] is deployed in all training. We fol-
low the same training scheme used in [ 1, 19, 26]. Our ex-
periments are conducted under the framework OpenPCDet
[19] and all models are trained for 20 epochs with the batch
size of 32 on 8 V100 GPUs.

Evaluation metrics. Following the nuScenes benchmark
for the detection task [2], evaluation metrics used in our
experiments include mAP (mean Average Precision) and a
set of True Positive metrics (TP metrics). When calculat-
ing mAP, the criterion for matching between prediction and
ground-truth is the 2D center distance on the ground plane.
The final mAP score is averaged over all thresholds and all
classes. A match in TP metrics is defined as the center dis-
tance is inside 2m. There are five TP metrics and the fi-
nal score for each metric is averaged over all classes (ATE,
ASE, AOE, AVE, and AAE measuring translation, scale,
orientation, velocity, and attribute errors, respectively). As
different metrics capture different performance aspects, a
nuScenes detection score (NDS) is defined by combining
all these metrics together.

4.2. Comparison with other methods

Results on nuScenes validation set. We train our model
on the nuScenes training set and evaluate on the validation
set. Table 2 reports the comparison with other state-of-the-
art methods. We use mAP and NDS as evaluation met-
rics. To fairly benchmark different results, we also consider
the performance gain of each strategy compared to its own
backbone model reported in the original paper, as models
may vary in performance with differently trained backbone
models. Compared to our re-implemented PointPillars us-
ing the multi-frame as input, our DynStaF improves mAP
by 5.8% and NDS by 4.1%. [1, 7, 28] deploy CenterPoint
[26] as their backbone model. We see that our DynStaF
achieves the most performance gain in both metrics com-
pared to all other SOTA methods using the CenterPoint as
the backbone. Our CP+DynStaF reaches 67.1% and 58.9%
on NDS and mAP, respectively, which achieves the best per-
formance on the validation set. Performance gain is signifi-
cant on both backbone models, highlighting the compatibil-
ity of DynStaF.

Results on nuScenes test set. Besides the offline evalua-
tion, we compare DynStaF with other SOTA single models
on the nuScenes test server. No Test Time Augmentation
(TTS) was used during the test phase. For a fair comparison,
we compare with the results without TTS in Table 1. The
methods are divided into two groups: (1) pillar-based meth-
ods which do not contain 3D convolutional operations; (2)
voxel-based methods with 3D convolution blocks. As previ-
ous pillar-based methods usually deploy single-frame only

mAP NDS
mAP Gain NDS§ Gain
PP* [11] (CVPR 19) 437 - 57.3 -
PP + DynStaF (ours) 49.4 5.8 61.4 4.1
CP* [26] (CVPR 21) 58.0 - 65.7 -
CP + VISTA [7] (CVPR 22) 57.6 1.2 656 0.8
CenterFormer [28] (ECCV 22) | 55.4 0.2 65.2 0.8
CP + DynStaF (ours) 58.9 0.9 67.1 2.2

Table 1. Comparison with other SOTA methods on nuScenes vali-
dation set. * denotes our re-implementation backbone results. Re-
sult of mAP/NDS and its performance gain (compared to imple-
mented backbones reported in previous works) are listed.

as input, we also include a baseline for our re-implemented
PointPillars with multi-frame as the input for a fair com-
parison. When using multi-frames, the vanilla PointPillar
achieves 44.6% in mAP and 57.7% in NDS. With our Dyn-
StaF, PointPillars is improved by a large margin (5.9% in
mAP and 3.9% in NDS), leading to the state-of-the-art per-
formance for the pillar-based model: 50.5% for mAP and
61.6% for NDS. Moreover, notable improvement on indi-
vidual object category can be observed. For example, on
the traffic cone and barrier, DynStaF increases the mAP
compared to the previous best results by 6.3% and 12.5%,
respectively. Our DynStaF significantly strengthens pillar-
based backbone, narrowing the performance gap compared
to the voxel-based methods.

When comparing with other methods using 3D convolu-
tional blocks, our DynStaF achieves the best performance in
both mAP with 61.0% and NDS with 67.7%. When com-
pared to the backbone method CenterPoint [26], DynStaF
increases its performance in mAP by 3.0% and in NDS by
2.2%, which indicates its effectiveness. In particular, mAP
of the construction vehicle or motorcycle is improved by a
large margin. Overall, CenterPoint+DynStaF achieves the
state-of-the-art performance on the nuScenes test set with-
out bells and whistles.

4.3. Ablation study

In this section, we thoroughly analyze the effectiveness
of each component, i.e., NCA, DSI and dual pathway archi-
tecture in our fusion strategy. All ablation studies are con-
ducted on the NuScenes validation set and using the Point-
Pillars [11] as the baseline model. The results are listed in
Table 3. Using multi-frame point cloud as input, PointPil-
lars without any feature fusion achieves 57.33% for NDS
and 43.66% for mAP, respectively. If we use the naive fea-
ture fusion (denoted as “CNN-only”) to replace the NCA
module after each block, i.e., concatenating two features
and adding CNN layers on top of it, the performance is
improved to 59.74% NDS, which verifies that both feature
branches have complementary information. With a more
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mAP NDS ‘ car truck bus trailer cons. pedest. motor. bicycle traff. barrier
PointPillars [11] 309 453 | 684 23.0 282 234 4.1 59.7 27.4 1.1 30.8 389
WYSIWYG [9] 419 350 | 79.1 304 466 40.1 7.1 65.0 18.2 0.1 28.8 347
InfoFocus [20] 39.5 - 779 314 448 373 107 63.4 29.0 6.1 46.5 478
PMPNet [25] - 454 1797 336 47.1 43.0 181 76.5 40.7 12.3 58.8 484
PointPillars [| [](Multi) * | 44.6 57.7 | 80.3 447 555 476 114 69.7 27.7 54 544 497
PP + DynStaF (ours) 50.5 61.6 | 823 463 56.0 519 142 74.9 412 10.8 65.1 62.2
CGBS [29] 52.8 636 | 81.1 485 549 429 105 80.1 223 223 70.9  65.7
Pointformer [16] 53.6 - 823 481 556 434 8.6 81.8 55.0 227 722 66.0
CVCNet [4] 55.8 642 | 826 495 594 51.1 16.2 83.0 61.8 38.8 69.7  69.7
CenterPoint [20] 58.0 655 | 84.6 510 602 532 175 83.4 53.7 28.7 76.7 709
OHS [5] 59.3 660 | 83.1 509 564 533 230 81.3 63.5 36.6 73.0 716
CP + DynStaF (ours) 61.0 67.7 | 846 512 612 565 235 85.0 64.7 323 80.3 705

Table 2. Comparison with other SOTA (non-ensemble) LiDAR-based methods on nuScenes test set (without Test Time Augmentation).

. 9

“cons.”, “pedest.”, “motor.” and “traff.” refer to construction vehicle, pedestrian, motorcycle and traffic cone, respectively. The first block
is the methods not utilizing 3D convolutional networks, while the second block is. * denotes our re-implementation results.

sophisticated fusion module, our proposed NCA module,
the NDS is improved further to 60.53% and mAP is in-
creased by a large margin (4.27%) compared to the baseline.
This indicates that using transformer-based cross attention
mechanism is effective in the context of sparse point clouds.
When the feature maps are dense, using DSI is more effec-
tive, as we see that NCA-only fusion is inferior to our final
approach NCA + DSIL

We study the effectiveness of the dual-pathway architec-
ture in the second block in Table 3. Instead of two feature
streams, only one single pathway for feature fusion is de-
ployed, i.e., the single-frame and multi-frame branch share
weights of 2D CNN blocks highlighted by the color gray
in Figure 2. The poor performance of this model (denoted
as “Single”) proves that it is impossible for a single back-
bone to deal with the single-frame and multi-frame features
simultaneously. This also reveals that the multi-frame and
single-frame contain different information. Our DynStaF
(“Dual”) arrives the best performance at 49.42% on mAP
and 61.41% on NDS using all components, demonstrating
the advantage of our proposed feature fusion strategy.

| mAP  NDS

Pointpillar* [11] | 43.66 57.33
CNN-only fusion 4749 59.74
NCA-only fusion 4793 60.53
NCA + DSI (Single) | 2.70  19.35
NCA + DSI (Dual) | 49.42 61.41

Table 3. Ablation study results on nuScenes validation set. * de-
notes our re-implementation.

4.4. Analysis

Other cross-attention modules. Deformable DETR pro-
posed in [30] learns to attend to a small set of keys around
a reference point, which similarly discovers local attention
as our NCA. The difference is that the sampling offsets (the
position of keys) is learnable in Deformable attention mod-
ule, while our NCA produces the “global” attention within
a neighborhood. Deformable DETR has been proven to be
efficient in the feature fusion based on LiDAR point clouds
such as in [13, 28]. To discover the capability of the de-
formable attention in our use case, we replaced the NCA
module in the pillar-based DynStaF with the Deformable
DETR layer. However, we saw the performance degrada-
tion: NDS decreased to 60.04% and the mAP dropped to
47.01%. It indicates that the whole neighborhood is essen-
tial to build the cross attention between two branches.
Moreover, we also explored some other methods for the
final interaction of features from two branches. For in-
stance, we adapted the CBAM module [22] to learn the
cross attention between two branches. When replacing DSI
in the pillar-based DynStaF, NDS and mAP declined to
60.70% and 48.42%, respectively. These results show the
advantages of our NCA and DSI in aggregating features and
enhancing the interaction between two branches.

Efficiency of static branch. In the CenterPoint-based
DynStaF, we aggregate the features in the 2D convolutional
blocks and keep the channel dimensions in the two blocks
the half as in the CenterPoint. We found this setting was
not only efficient but also advantageous in the final perfor-
mance. As we used an identical branch as the dynamic
branch, i.e., a 3D convolutional backbone was used for
single-frame input and the channel dimension was set to the
same as in the original CenterPoint. We got 66.28% NDS
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Figure 4. Visualization of object detection results on nuScenes
validation set. Each row refers to one sample. (a) and (c): Cen-
terPoint w/o DynStaF; (b) and (d): CenterPoint with DynStaF.
Ground-truth bounding boxes are in green and prediction bound-
ing boxes in blue.

and 58.41% mAP, which were inferior to the results of our
DynStaF. The reason could be that the single-frame input
was not sufficient to train a complex backbone. The current
design of DynStaF provides lower computational cost and
satisfactory performance in 3D detection at the same time.

4.5. Qualitative Results

We qualitatively show the advantage of DynStaF in the
3D object detection task. Figure 4 shows the prediction us-
ing CenterPoint as the backbone. In the first scene where
there is a queue of vehicles on the left side. CenterPoint can-
not detect the position of several vehicles (marked in the red
circles) precisely, as shown in Figure 4a. DynStaF in Fig-
ure 4b localizes these vehicles correctly. Furthermore, Dyn-
StaF alleviates the false positives compared to the baseline.
The second example is collected on a city street surrounded
by many buildings with a group of pedestrian walking on
the back right side of the car. As discussed in Figure 4a,
multi-frame input is overwhelmed with point clouds in this
case, making the detection difficult. For instance in Fig-
ure 4c, the point cloud of the walking pedestrians will be
crowded such that the model predicts falsely (marked with
the red circle on the right). With DynStaF, the single-frame
can provide a clearer view of the each pedestrian as the point
clouds are more sparse. These two examples show the ad-
vantage of our DynStaF in predicting location precisely and
avoiding false positive detection.

Front Left

Figure 5. Visualization of object detection results on nuScenes
validation set. Different rows represent different camera posi-
tions. The first column represents the prediction using Center-
Point+DynStaF; The second column is the ground-truth.

Figure 5 demonstrates the prediction in a camera view,
which highlights concretely the ability of DynStaF in the
context of dense point clouds. We show three challenging
views where objects are closed to each other. In the front
left and front right view, occlusion of vehicles can be ob-
served, and our prediction is correct for most of the objects.
In the front view, in which there exists more occlusion such
as a group of walking pedestrians, DynStaF detects all ob-
jects but it cannot handle the occlusion position perfectly.

5. Conclusion

In this work, we propose a novel feature fusion frame-
work named DynStaF to fuse the multi-frame and single-
frame LiDAR point clouds for 3D object detection. Neigh-
borhood Cross Attention module in DynStaF fuses features
with a limited neighborhood instead of considering global
attention, followed by Dynamic-Static Interaction module
enhancing the feature interaction. Without loss of general-
ity, our method can be utilized as a plug-and-play module
in different pillar-based or voxel-based LiDAR point cloud
detection algorithms. Quantitative results show that our
DynStaF improves the strong backbone CenterPoint, out-
performing other methods on the nuScenes dataset. Qualita-
tively, we demonstrate that our DynStaF can precisely local-
ize objects thus avoid false positive predictions. Moreover,
DynStaF enhanced the real-time pillar-based backbone sig-
nificantly in the performance, highlighting its potential in
practical usages. For future work, we aim to combine Dyn-
StaF with powerful frameworks taking LiDAR and camera
images as input to further improve 3D object detection.
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