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Abstract

Clouds and haze often occlude optical satellite images,
hindering continuous, dense monitoring of the Earth’s sur-
face. Although modern deep learning methods can implic-
itly learn to ignore such occlusions, explicit cloud removal
as pre-processing enables manual interpretation and al-
lows training models when only few annotations are avail-
able. Cloud removal is challenging due to the wide range of
occlusion scenarios—from scenes partially visible through
haze, to completely opaque cloud coverage. Furthermore,
integrating reconstructed images in downstream applica-
tions would greatly benefit from trustworthy quality assess-
ment. In this paper, we introduce UnCRtainTS, a method for
multi-temporal cloud removal combining a novel attention-
based architecture, and a formulation for multivariate un-
certainty prediction. These two components combined set a
new state-of-the-art performance in terms of image recon-
struction on two public cloud removal datasets. Addition-
ally, we show how the well-calibrated predicted uncertain-
ties enable a precise control of the reconstruction quality.

1. Introduction

Multispectral, optical satellite imagery allows for large-
scale assessments of the environment like crop monitor-
ing [58,71] and global vegetation height estimation [45,46].
Clouds, haze and other atmospheric disturbances, however,
often occlude large parts of optical satellite images, partic-
ularly during meteorological winter season [40] and over
landcover such as rainforests [4]. Neural networks trained
on extensive amounts of annotated data may implicitly learn
to ignore task-irrelevant cloudy observations [55, 58, 59].
Yet, explicit cloud removal as a pre-processing step can fur-
ther improve model performance and is valuable if ground
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Figure 1. Overview: Our attention-based UnCRtainTS architec-
ture predicts a single cloud-free image from a sequence of cloudy
observations. For each reconstructed pixel, our method also es-
timates the aleatoric uncertainty of the prediction. Note how
higher uncertainties (in red) are associated with persistent occlu-
sion, cloud shadow, or with specific land cover types.

truth annotations for supervised training are scarce [30].
Cloud removal prior to training or applying a pre-trained
task-specific model also permits a seamless analysis using
traditional non-learning methods or visualisation [51].
Hence, cloud removal is an active field of research boast-
ing a large body of literature on image reconstruction meth-
ods to recover cloud-free observations [4, 12, 17,20, 29, 54,
61,62]. Such methods are typically evaluated in terms of
image restoration metrics, e.g. mean squared error or struc-
tural similarity (SSIM), providing an aggregated measure of
reconstruction quality. These metrics, however, provide lit-
tle insight into how reliable a given reconstruction is on a
pixel-wise or image-by-image basis. To address this short-
coming, we introduce uncertainty estimation to satellite im-
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age reconstruction, specifically to the task of multi-temporal
cloud-removal in optical satellite images. Predicting uncer-
tainties that correlate with the empirical errors of a neu-
ral net is at the core of the growing field of probabilistic
deep learning [39, 65, 68]. By modelling the uncertainty
and training for a negative log likelihood (NLL) objective,
such approaches allow to jointly learn a model for making a
prediction and estimate the prediction’s variances. If well-
calibrated, the predicted uncertainties can be very valuable
for downstream usage by providing a measure of a recon-
struction’s confidence. Uncertainty quantification has been
successfully applied in univariate remote sensing regression
problems such as canopy height regression [46] or flood risk
estimation [8]. Here, we extend uncertainty quantification
to multivariate regression for satellite image reconstruction.
We obtain experimentally well-calibrated uncertainties that
enable flagging poorly reconstructed images. We also show
that multivariate uncertainty prediction requires a multivari-
ate uncertainty model for better calibration.

Aleatoric uncertainty prediction implies training with
a pixel-based Negative Log Likelihod (NLL) loss. On
the other hand, image reconstruction losses like SSIM or
perceptual loss are typically used in existing cloud re-
moval methods to better retrieve high-frequency details
[10,12,74]. Here, we introduce a novel neural architec-
ture that operates on feature maps at full resolution. It
leverages attention-based temporal encoding, allowing it to
outperform previous state-of-the-art approaches even when
trained via a pixel-based loss. In sum, our contributions are:

* We introduce multivariate uncertainty quantification to
the task of multispectral satellite image reconstruction,
to obtain both reconstructions and variance estimates.

* We propose a novel neural network architecture
achieving state-of-the-art results on two challenging
benchmark datasets for optical satellite cloud removal.

* We obtain well-calibrated uncertainties that allow to
measure and control the quality of reconstructed im-
ages for risk-mitigation in downstream applications.

2. Related Work

2.1. Cloud Removal in Satellite Image Time Series

Optical satellite image reconstruction [64], and specif-
ically cloud removal, pose a long-standing challenge in
remote sensing [15, 33, 35,49, 50]. Contemporary deep
learning approaches can be categorised into mono-temporal
[4,17,20,56,75], mono-temporal & multi-modal [12, 29,

], multi-temporal [61] and multi-temporal & multi-modal
methods [14,62]. Here, we consider the reconstruction task
in a multi-temporal & multi-modal setting.

Spatial encoding of image reconstruction is either done
with UNet-like encoder-decoder backbones [37,57,76] that

spatially down-sample the intermediate representations [12,

, 291, or with architectures preserving the full resolution
of the images [44, 54]. While the first are computationally
more efficient especially in the multi-temporal setting, the
latter tend to better preserve the spatial structure in the re-
constructed images. In fact, downsampling architectures of-
ten necessitate auxiliary perceptual [12, 13,36, 38] or struc-
tural similarity losses [72,73] to recover high-frequency in-
formation. The combination of such cost functions with a
probabilistic training objective for uncertainty prediction is
not straightforward. Therefore, we design an architecture
that operates on full resolution feature maps and make de-
sign choices to reduces its computational complexity. For
temporal encoding, we draw inspiration from recent work
in satellite time series encoding [21,22,59] and rely on self-
attention to integrate the temporal information.

2.2. Uncertainty Quantification

Uncertainty can be partitioned into epistemic or model
uncertainty, and aleatoric or data uncertainty. Epistemic
uncertainty accounts for the uncertainty on the model’s
weights, and can be estimated for instance with ensem-
ble methods [43, 70], or monte-carlo dropout [19] in deep
nets. Aleatoric uncertainty captures the randomness in-
herent to the data. In the case of optical satellite image
reconstruction, aleatoric uncertainty may thus help flag-
ging restorations based on too little evidence. In the re-
cent deep learning literature, aleatoric uncertainty estima-
tion is achieved via likelihood maximization with a para-
metric model of the noise distribution [1, 63, 65, 67, 68].
This is a common technique in safety-critical applications,
such as solving inverse problems in biomedical imaging
[2,5,9,16,27,47,48,69]. Uncertainty quantification is of
growing interest in remote sensing [26], with applications
to forest assessments, flood hazard monitoring, geophysical
modeling, landcover classification and out-of-distribution
detection [8,24,25,45,46,52]. As prior remote sensing work
covers uncertainty quantification for univariate regression
problems, the multivariate extension has yet to be explored.
To our knowledge, the aforementioned contributions are ei-
ther on image reconstruction in the biomedical domain or
target specific remote sensing downstream tasks, such that
ours is the first work to investigate uncertainty quantifica-
tion for multispectral satellite image reconstruction. The
current lack of uncertainty quantification in the cloud re-
moval literature is a significant research gap because re-
constructed satellite images may guide safety-critical down-
stream applications or human judgement alike, such that
pixel-wise measures of confidence would be beneficial.

3. Methods

We follow the problem statement of the public cloud
removal benchmark SEN12MS-CR-TS [14]. Each sam-
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Figure 2. UnCRtainTS. The network consists of three main parts, applied along a main branch of MBConv blocks [
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feature maps at full input resolution: First, an encoder is applied in parallel to the 7" time points. Then, an attention-based temporal
aggregator computes attention mask by applying an L-TAE to downsampled feature maps, used to aggregate the sequence of observations.
Finally, the temporally integrated feature map is processed by a decoding block, yielding the image reconstruction and aleatoric uncertainty.

ple i of the N-sized dataset consists of a pair (X, Y?),
where X® = [X? ..., X%] is the input time series of size
[T x C;p, x H x W] containing cloudy pixels, and Y is
the target cloud-free image of shape [K x H x W]. T de-
notes the number of dates in the input sequence, C;,, and K
the number of input and output channels, and H x W the
two spatial dimensions of the images. As in [14], we set
T =3,C;, =15, K = 13, H = W = 256. Note that
Cin # K because Sentinel-1 radar observations are uti-
lized as additional input. Furthermore, aleatoric uncertainty
quantification introduces additional output channels to de-
scribe the modeled noise distribution. For convenience, we
drop the 7 superscript in the rest of this section.

3.1. Network Architecture

Our proposed UnCRtainTS network architecture maps a
cloudy input time series to a single cloud-free optical im-
age. As explained in Sec. 2.1, we make the explicit choice
to perform spatial encoding only on full-resolution feature
maps to allow for good performance when training with a
pixel-based loss. To ease the impact of this choice on the
computational load of the architecture, we rely on efficient
MBConv blocks [60]. They combine depthwhise convolu-
tion and regular pointwise convolutions for computationally
efficient spatial encoding. We perform temporal encoding
on downsampled feature maps via the attention-based L-
TAE [21], which is designed for satellite image time series
and computationally more efficient than transformers. The
network architecture is illustrated in Fig. 2 and further de-
scribed in the following paragraphs.

Pre-aggregation shared encoder The 7' different input
images are processed in parallel by a shared spatial encod-
ing branch. This encoder is composed of a pointwise con-
volution Cy,, — d,,, followed by a specifiable number 7,
of MBConv blocks. Following [22] we use group normal-

isation in the encoding branch. All MBConv blocks map
to d,, — 2 X d,, = d,, channels and contain Squeeze-
Excitation layers [34]. Ultimately, each input image X} is
mapped to a feature map f; of the same resolution.

Attention-based temporal aggregation Following re-
cent literature, we employ self-attention to aggregate a se-
quence of feature maps [f1,---, fr] into a single one.
We first down-sample features f; with a single max-
pooling operation to low resolution feature maps f; of size
[dm x H x W] We set H = W = 32, to limit compu-
tation while providing sufficient resolution to group cloudy
pixels, which typically cluster in space. We re-project the
downsampled features via a linear layer d,,, — 2 X d,.
Next, as in [22], the low-resolution features f; are processed
pixel-wise with an L-TAE [21, 23]: we obtain attention
masks over the T" observations for each pixel position of the
low resolution feature maps. Contrary to previous work, we
only use the L-TAE’s attention masks, and omit attention-
weighting of the sequence of low resolution feature maps.
We upsample the attention masks to the full resolution via
bilinear interpolation, and apply them to the sequence of
high resolution feature maps [f1,--- , fr]. This results in
a single feature map f of shape [d,, x H x W]. We use a
dropout rate of 0.1 on the attention masks after upsampling,
and the temporal aggregation is done with L-TAE’s channel
grouping strategy [21].

Post-aggregation decoding The temporally aggregated
feature map f is processed by a decoding branch, which
consists of a specifiable number ny of batch-normalized
MBConv blocks and a final d,,, — C,,,,; pointwise convolu-
tion followed by a non-linearity. For every channel predict-
ing image reconstruction, we use a sigmoidal function to
squash the outputs into the data’s valid range. For channels
predicting aleatoric uncertainty (see next section), we use a
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softplus activation to ensure positivity, as in [32,63,67].

3.2. Aleatoric uncertainty prediction

Here, we explain how our UnCRtainTS method predicts
an aleatoric uncertainty value for each reconstructed pixel.
As UnCRtainTS is trained with pixel-wise losses, we hence-
forth adopt a pixel-based notation. We consider the set
of pixels of cardinal n contained in the dataset. We de-
note each pixel reconstruction by ¢; and the corresponding
ground truth by y;, both vectors of dimension K.

Image reconstruction In the default setting of satellite
image reconstruction, the network only regresses the tar-
get pixel values. Hence, in this setting, C,,; = K and the

predictions are typically supervised with L2 loss [3, 1 1]:
X IR 2
L2(9y) =~ > _lIg; — w53 - (1)
j=1

Multivariate negative log-likelihood loss Predicting
aleatoric uncertainty assumes a parametric noise distribu-
tion with a likelihood function. We then optimise the likeli-
hood of the observed data as a function of the input and the
distribution’s parameters, using a negative log-likelihood
(NLL) cost function [6]. Following the literature [39], we
model aleatoric uncertainty on the reconstructed pixel with
a K-variate Normal distribution centered at the predicted
value §J; and with positive definite covariance matrix X:

R 1, .
N(y;19;, %) = = eTp (—2||yj—yj|M) ;

-
VI2|(2m) >
2
with ||.|| s the Mahalanobis distance, defined as:
195 = wilr = (@ —y)" 7@ —vs) . 3)

Subsequently, the negative log likelihood loss writes as:

Larn(y;lgs, B) o > log(IZ50) + 195 — yillr - @)
j=1

Fitting a multivariate distribution raises the question of
whether a full description of the covariance matrix should
be pursued or if any structural constraints on X are prefer-
able. NLL optimization does become notoriously difficult
when involving full covariance matrices [63, 65].

Diagonal covariance matrix We define X as a diagonal
matrix with diagonal elements 02 = (0%, ,0%). This
greatly simplifies the inverse and determinant computations
in Eq. 4. The diagonal model allows for different vari-
ance predictions per channel, which we experimentally find

to be beneficial. However, cross-channel interactions in
aleatoric predictions are not captured under this assumption,
and such modelling is left for further research. To predict
the variances, we set C,ys to 2 X K = 26. The diagonal
entries of 32 serve as aleatoric uncertainty prediction for the
corresponding output channel:

=lof, - ,0%]. )

4. Experiments
4.1. Data

We conduct our experiments on the SEN12MS-CR [12]
and SEN12MS-CR-TS [14] datasets for mono-temporal and
multi-temporal cloud removal. Both are challenging image
reconstruction benchmark datasets with about 50% cloud
coverage over regions distributed across the whole planet
and all seasons. The datasets contain ground range de-
tected dual-polarization C-band S1 measurements as well
as co-registered level-1C top-of-atmosphere reflectance 52
products, curated from Google Earth Engine [28] and sub-
sequently handled as documented in the two associated pub-
lications. The mono-temporal dataset contains 169 regions,
whereas SEN12MS-CR-TS focuses on a global subset of
53 large areas. All regions of the datasets are utilized for
training, validation and testing, with the respective splits as
originally defined. Unless specified otherwise, experiments
on SEN12MS-CR-TS are run on 7" = 3 time points, which
is a reasonable number of revisits for the cloud removal task
and has been a prevalent choice in prior work [14,61,62].
All data are of spatial dimensions H = W = 256 px and
we use the full spectrum of all 13 optical bands. Analo-
gous to preceding studies combining information of SAR
and optical imagery [14,15,35,54,75] we use both Sentinel-
1 and Sentinel-2 data to reconstruct images of the latter (i.e.,
Cs1=2,Cg0 = Coyy = 13, and C;,, = Cg1 + Cgo = 15).
S1 data are preprocessed as in [12, 14] and S2 pixel-values
are divided by 1000. Finally, binary cloud masks are cal-
culated via s2cloudless [77]—a lightweight and commonly
deployed cloud detector [7, 66]. The cloud masks are used
for sampling cloud-free target images at train time, statisti-
cal evaluations of results, and in prior work for losses that
are cloud-sensitive [54].

4.2. Implementation details

Architectures We train the proposed UnCRtainTS in its
default setting with n, = 1 pre- and and ngy = 5 post-
aggregation MBConv blocks. The input convolution maps
to d,, = 128 channels, so that MBConv blocks map to
128 — 256 — 128 channels with the default expansion
factor 0.25 in their Squeeze-Excitation layers. The L-TAE’s
parameters are kept to their default values npcqq = 16,
and key dimension dj = 4. For mono-temporal considera-
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tions, we use the same architecture and simply discard the
unnecessary L-TAE-based aggregation. We compare our
architecture against the baselines already evaluated on the
SEN12MS-CR [12] and SEN12MS-CR-TS [14] datasets.
We also evaluate the performance of U-TAE [22] a state-of-
the-art satellite image time series encoder, using the official
implementation with minor adaptations to our task '.

Training To assess the contribution of uncertainty mod-
elling we train two variants: UnCRtainTS - no o, trained
with L2 loss only, i.e., without uncertainty prediction, and
UnCRtainT$ trained with the NLL loss of Eq. 4 predict-
ing uncertainties together with the reconstructed image. We
use the ADAM optimizer [41] with an initial learning rate
of 0.001, at a batch size of 4 as in [22]. All models are
trained for 20 epochs with an exponential learning rate de-
cay of 0.8, such that the rate decays by roughly one order
of magnitude every 10 epochs. Models are evaluated on
the validation split each epoch and the checkpoint with best
validation loss is used for testing.

Evaluation For image reconstruction performance, we
report the Mean Absolute Error (MAE) or Root Mean
Squared Error (RMSE) as well as Peak Signal-to-Noise Ra-
tio (PSNR), Structural SIMilarity (SSIM) [73] and the Spec-
tral Angle Mapper (SAM) metric [42]. We assess the qual-
ity of the uncertainty predictions via Uncertainty Calibra-
tion Error (UCE) [31]

P
UCE(e, u) Z NW —u(B,)|, (6)

where e(B,) denotes the RMSE of N, pixel predictions
in bin B,,, P = 20 is the bin count and a bin’s uncertainty
u(B,) is given in terms of Root Mean Variance (RMV):

u(By) =

> = Zu ™

]EB

UCE quantifies the deviation between the predicted un-
certainty and the empirical reconstruction error. Low UCE
corresponds to well-calibrated uncertainties. We also re-
port a patch-wise calibration metric termed UCE;,,,, where
RMSE and RMYV are spatio-spectrally averaged across all
pixels of a given image before calculating calibration.

4.3. UnCRtainTS

In this section we show the experimental performance
of our approach, both in terms of image reconstruction and
aleatoric uncertainty prediction.

! github.com/V Sainteuf/utae-paps

Table 1. Multi-temporal image reconstruction experiment. We
evaluate models for 7' = 3 inputs on SEN12MS-CR-TS bench-
mark. UnCRtainTS outperforms all learnable approaches on every
metric, and performs best on all measures while predicting well
calibrated uncertainties (bottom table).

Model JRMSE 71PSNR 1SSIM | SAM
least cloudy 0.079 — 0.815 12.204
DSen2-CR [54] 0.060 26.04 0.810 12.147
STGAN [61] 0.057 25.42 0.818 12.548
CR-TS Net [14] 0.051 26.68 0.836 10.657
U-TAE [22] 0.051 27.05 0.849 11.649
UnCRtainTS - no o (ours) 0.049 27.23 0.859 10.168
UnCRtainTS (ours) 0.051 27.84 0.866 10.160

UCE;,, UCE

UnCRtainTS (ours) 0.010 0.007

Multi-temporal image reconstruction We benchmark
our method against established heuristics and baselines of
[14,22,54,61]. We report the performance of these methods
in Table 1. UnCRtainTS sets a new state-of-the-art perfor-
mance in terms of PSNR, SSIM, and SAM. Our architecture
trained without uncertainty prediction (UnCRtainTS - no o)
scores second best on all those metrics and first in RMSE.
This shows that our neural architecture alone outperforms
existing approaches, and uncertainty prediction further im-
proves the reconstruction performance. Compared to U-
TAE, the architecture improves by 1pt SSIM while the un-
certainty prediction increases the performance by another
0.7pt. Note that uncertainty prediction has a slightly detri-
mental impact on RMSE performance (—0.002). This is in
line with recent evidence that NLL optimization involves a
trade-off between mean and variance estimate optimization
that may hinder regression performance [63, 65]. However
this does not impact the image similarity metrics. Lastly, in
terms of parameter efficiency, our model counts 0.5M pa-
rameters. For comparison, the competitive U-TAE baseline
[22] which performs third-best consists of 1.2M trainable
weights, such that UnCRtainTS is relatively lightweight.

Aleatoric uncertainty prediction We show the uncer-
tainty calibration metrics of our method at image and pixel
level in Table 1. Those values should be compared to the
test RMSE: at the pixel (resp. image) level the average error
made on the reconstruction uncertainty is around 7 (resp. 5)
times smaller than the average reconstruction error, showing
satisfactory calibration. In other words, our method predicts
uncertainty values that correlate well with the empirical re-
construction error. To demonstrate how uncertainty predic-
tions can be useful in practice, we show how they allow
filtering bad predictions. We rank all reconstructed images
of the test set sorted by increasing UCE,,,, and accumulate
squared errors from the least to the most uncertain samples.
The monotonous curve in Fig. 3 displays a linear relation
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Figure 3. Controlling error on the test split by discarding top un-

certain samples. Discarding the top 50% of uncertain reconstruc-
tions almost halves prediction error, enabling risk management.

between error and uncertainty, such that error can be step-
wise decreased by uncertainty-based filtering. In practice,
this enables controlling risk in downstream applications on
the restored satellite images.

4.4. Architecture design

To support the previous results and our architecture de-
sign choices, we systematically investigate UnCRtainTS’
hyper-parameter sensitivity. Here, all model instances are
trained with L2 loss only. Because UnCRtainTS operates
on feature maps at full resolution, computational complex-
ity is an important design criterion. In addition to its image
reconstruction metrics, we report each model’s number of
trainable parameters and Floating Point Operations Per Sec-
ond (GFLOPS), estimated via FAIR’s fvcore package [18].

Table 2. Block setup. Evaluation of the UnCRtainTS backbone
for varying numbers of pre- and post-aggregation MBConv blocks.

MBConv | params (k) GFLOPS | |RMSE 1PSNR 1SSIM | SAM
Ne  Ng

13 400 293 0052  27.03 085 11.614
1 4 483 34.0 0050  27.00 0851 11771
1 s 568 387 0.049 2723 0859  10.168
1 6 654 434 0050  27.55 0860 10471
17 740 48.1 0049 2721 0859  10.300
0 5 483 246 0052 2697 0853  11.002
1 s 568 387 0.049 2723 085  10.168
2 s 654 529 0.048  27.55  0.864 10.641

Spatial processing We explore the influence of the num-
ber of MBConv blocks before (n.) and after (n4) temporal
aggregation in Table 2. Using n. = 2 blocks in the en-
coder instead of one, brings a 0.5pt increase in SSIM, while

the performance gain is marginal on the three other met-
rics. More pressingly, due to the parallel processing of the
input sequence of feature maps, this setup incurs the high-
est computational complexity of 52.9 GFLOPS. In terms of
post-aggregation blocks, performance peaks around 5 — 6
modules, with 5 modules being best on one metric and a
close second on two more. For these reasons we choose
ne = 1 pre and ng = 5 post aggregation blocks as default
configuration. We also note that the (n, = 0) model per-
forms competitively while being very lightweight and di-
rectly aggregating the input features. Indeed, it performs
comparable to the U-TAE baseline. This secondary result
shows that competitive performance can be obtained with
very light architectures.

Table 3. Head count. Quantitative evaluation of the UnCRtainTS
backbone with varying number of self-attention heads.

Nhead | params (k) GFLOPS | [ RMSE 1PSNR 1SSIM | SAM

1 556 38.7 0.049 27.56 0.856  10.497
4 559 38.7 0.052 27.40 0.856  10.825
8 563 38.7 0.051 27.00 0.851 11.131
16 568 38.7 0.049 27.23 0.859  10.168
32 588 38.8 0.051 27.12 0.861  70.245
64 621 38.9 0.051 27.24 0.858 11.054

Temporal aggregation Second, we explore the effect of
the number of attention heads on the reconstruction qual-
ity. Table 3 shows that performances are closeby and dif-
ferences in computational costs are negligible. We opt for
16 heads, in line with the literature [22].

Mono-temporal image reconstruction To validate our
resolution-preserving network design, we re-train and eval-
uate UnCRtainTS on the mono-temporal SEN12MS-CR
dataset for cloud removal. That is, we consider the spe-
cial case of 7' = 1 to investigate the model’s spatio-spectral
restoration qualities and benchmark against the competitive
baselines of [4, 17,20,29,54,56,75]. Albeit being primar-
ily designed for time series cloud removal, UnCRtainTS
achieves best performances on all metrics except for SSIM,
where it ranks second best following the recently published
mono-temporal vision transformer architecture of [75]. The
competitive performance achieved by the spatial encoding
part of our architecture supports our choice of relying on
MBConv blocks operating on full resolution feature maps.

4.5. Uncertainty Modelling
In this section, we provide additional experiments and

ablations on the uncertainty prediction part of our method.

Comparison of covariance models UnCRtainTS pre-
dicts aleatoric uncertainties using a diagonal covariance
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Table 4. Mono-temporal image reconstruction experiment.
Evaluation of models for 77 = 1 inputs on the SEN12MS-CR
benchmark. UnCRtainTS is best on all metrics except SSIM,
where it is second following the recent vision transformer of [75].

Method JMAE 1PSNR +SSIM | SAM
McGAN [17] 0.048 25.14 0.744 15.676
SAR-Opt-cGAN [29] 0.043 25.59 0.764 15.494
SAR20PT [4] 0.042 25.87 0.793 14.788
SpA GAN [56] 0.045 24.78 0.754 18.085
Simulation-Fusion GAN [20]  0.045 24.73 0.701 16.633
DSen2-CR [54] 0.031 27.76 0.874 9.472
GLF-CR [75] 0.028 28.64 0.885 8.981
UnCRtainTS (ours) 0.027 28.90 0.880 8.320

Table 5. Uncertainty models. Evaluation of different uncertainty
models and of two ensembles of 5 UnCRtainTS instances (bot-
tom), with and without SAR measurements as auxiliary input data.

model | _IRMSE 1PSNR 1SSIM |SAM | | UCE;, JUCE
isotropic ¥ 0.053 2674 0842 1177 0.029 0.023
UnCRtainTS 0.051 27.84 0866  10.16 0.010 0.007

ensemble
ensemble,,sAR

0.049 28.19 0.872 10.18 0.012 0.002
0.048 27.97 0.869 10.76 0.018 0.014

model, enabling different uncertainty predictions across
channels. Here, this choice is compared to the simpler op-
tion of an isotropic covariance model. In the isotropic set-
ting, we model the covariance matrix as 3 = o021 where
0? is scalar and Ig the K-dimensional identity matrix.
This model assumes that the aleatoric uncertainty across
channels can be described with a single value. We com-
pare the performance of those two methods in Table 5.
The diagonal matrix model is best overall, outperforming
on all metrics. These results clearly demonstrate that uncer-
tainty prediction for satellite image reconstruction requires
channel-specific uncertainty predictions. Indeed, modeling
a diagonal covariance matrix over a simplistic isotropic de-
scription entails a three-fold reduction of the final uncer-
tainty calibration error.

Combined epistemic and aleatoric modelling To give a
full picture of uncertainty, we complement aleatoric uncer-
tainty modelling with epistemic uncertainty estimation. We
re-train the diagonal model with different weight initializa-
tions and samples of training batches to obtain a deep en-
semble of M = 5 member networks [43]. The members’ re-
constructions and uncertainty predictions are averaged via:

~ M 1 Z ~m
v =5 X_jly ®)
1 M 1 M
(M) = 37 D @™+ 57 D™ = (@) ©)
m=1 m=1

to obtain the ensemble reconstruction ¢ and total uncer-
tainty (c)2. As shown on Table 5, the 5-member ensem-
ble achieves the best reconstruction performances overall.
The full ensemble also achieves the best pixel-based cali-
bration at 0.002 UCE, Deep ensembles come at a computa-
tional cost both at training and inference time, but can prove
valuable for the integration in downstream applications.

Table 6. Repeated Measures. Evaluation of our ensemble of Un-
CRtainTS models with varying numbers of input time points.

inputlength T | | RMSE {PSNR 1SSIM | SAM | | UCE;,, | UCE

2 0.051 27.78 0.861 10.86 0.012 0.004
3 0.049 28.19 0.872 10.18 0.012 0.002
4 0.047 28.41 0.875 9.99 0.013 0.001

Uncertainty vs. sequence length To evaluate the effect
of the number of input time points 7" on performances, we
perform inference with the UnCRtainTS ensemble on in-
put time series of lengths 7' = 2,3,4. Table 6 shows
that longer sequences help achieve both better image recon-
struction quality and uncertainty calibration. This confirms
the intuition that longer sequences, where additional sam-
ples are likely cloud-free, facilitate the restoration task and
provide growing evidence for better calibration. Table 6
also underlines that the 7' = 3 case considered in the main
experiments makes for a challenging setting.

SAR reduces uncertainty We obtain a second ensem-
ble trained without using SAR as auxiliary inputs, to ex-
plore the benefits of radar data. We show its performance
on the bottom row of Table 5. The single-sensor ensem-
ble achieves a considerably higher UCE at both image and
pixel level. This suggests that the additional information
contained in the SAR inputs is beneficial to improve the
trustworthiness of the reconstructions.

Qualitative results Complementary to the quantitative
measures, Fig. 4 shows UnCRtainTS’ image restorations
and uncertainty maps across varying levels of cloud cov-
erage. Of particular interest is the uncertainty predictions
not only being sensitive to clouds and cloud shadows, but
also capturing other dynamics such waves breaking on a
shore or the coloring of maturing crops. UnCRtainTS at-
tends to differences in the input time series—not entirely
unlike sequence-based cloud detectors explicitly designed
for spotting transients across repeated measures [53]—and
then, due to their temporary nature, attributes them an ele-
vated aleatoric uncertainty.

5. Conclusion

We introduced UnCRtainTS, a novel method for com-
bining uncertainty quantification with cloud removal from
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(a) Cloudy input. (b) Prediction.

(c) Target.

(e) Uncertainty map.

(d) Error map.

Figure 4. Exemplary images. Detail view on exemplary satellite images and predictions by UnCRtainTS with a diagonal covariance
matrix model. Rows: Four different samples from the test split. The illustrated cases show mild atmospheric distortions, semi-transparent
haze, partly dense cloud coverage and cloud coverage with no visibility at all. Columns: The input sequence’s least-cloudy image (1" = 3),
UnCRtainTS’ image reconstruction, the clear-view target image, the map of squared error residuals as well as the map of UnCRtainTS’
variance predictions. Note the model’s sensitivity to transients captured in the input time series, such as the ocean’s white wash, changing
crops as well as clouds and cloud shadow. UnCRtainTS captures these changing circumstances as data-inherent, aleatoric uncertainty.

optical satellite image time series. While prior contributions
applied uncertainty prediction in biomedical imaging or
to univariate remote sensing downstream applications, our
work is the first to investigate multivariate uncertainty quan-
tification for multispectral satellite image reconstruction.
UnCRtainTS features an attention-based neural architecture
that outperforms all competitors benchmarked on the satel-
lite image reconstruction task. Our proposed method in-
cludes a formulation of aleatoric uncertainty prediction for
image reconstruction based on diagonal covariance matri-
ces, as well as an estimation of epistemic uncertainty via
deep ensembles. The conducted experiments show that
both of our contributions, the new architecture combined
with uncertainty quantification, set a new state-of-the-art
image reconstruction performance on SEN12MS-CR-TS.
Finally, the outcomes highlight how our well-calibrated un-
certainties can effectively serve as a measure to control re-

construction quality and help integration in risk-sensitive
downstream applications. Our results encourage further ex-
plorations of more complex multivariate uncertainty mod-
els for image reconstructions. Our code is provided at
https://patrickTUM.github.io/cloud_removal/.
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