Abstract

Transformer architectures have become state-of-the-art models in computer vision and natural language processing. To a significant degree, their success can be attributed to self-supervised pre-training on large scale unlabeled datasets. This work investigates the use of self-supervised masked image reconstruction to advance transformer models for hyperspectral remote sensing imagery. To facilitate self-supervised pre-training, we build a large dataset of unlabeled hyperspectral observations from the EnMAP satellite and systematically investigate modifications of the vision transformer architecture to optimally leverage the characteristics of hyperspectral data. We find significant improvements in accuracy on different land cover classification tasks over both standard vision and sequence transformers using (i) blockwise patch embeddings, (ii) spatial-spectral self-attention, (iii) spectral positional embeddings and (iv) masked self-supervised pre-training\(^1\). The resulting model outperforms standard transformer architectures by +5% accuracy on a labeled subset of our EnMAP data and by +15% on Houston2018 hyperspectral dataset, making it competitive with a strong 3D convolutional neural network baseline. In an ablation study on label-efficiency based on the Houston2018 dataset, self-supervised pre-training significantly improves transformer accuracy when little labeled training data is available. The self-supervised model outperforms randomly initialized transformers and the 3D convolutional neural network by +7-8% when only 0.1-10% of the training labels are available.

1. Introduction

Hyperspectral remote sensing provides measurements of the Earth’s surface with high spectral resolution. This enables applications like the detection of specific material categories or agricultural parameters which often depend on fine-grained spectral reflectance patterns [15, 21]. In recent years, the availability of hyperspectral remote sensing data has strongly improved and the launch of the German hyperspectral Environmental Mapping and Analysis Program (EnMAP) mission in April 2022 made global hyperspectral data of high spectral and temporal resolution publicly available on a large scale [16]. In contrast to this trend, deep learning approaches for the analysis of hyperspectral remote sensing data are overwhelmingly developed on well-established benchmark datasets that are very small in comparison to commonly used datasets in other computer vision domains [10, 30]. To a large extent, this is due to the high acquisition cost of hyperspectral data itself and the corresponding labels for individual spectral sequences. This strongly limits the size of available labeled datasets and the development of deep learning approaches in the hyperspectral domain. In this work we aim to improve vision transformer architectures for the specific characteristics of hyperspectral data and to leverage the growing amount of freely available unlabeled hyperspectral remote sensing imagery for self-supervised pre-training of these models. We illustrate how to increase the performance while decreasing the amount of required labeled data for hyperspectral classification tasks.

\(^1\)Code available at github.com/HSG-AIML/MaskedSST
The contributions of this work can be summarized as follows:

- We collect a large scale unlabeled dataset of EnMAP observations over Europe and create a labeled dataset of Mexico City by matching EnMAP observations with land cover labels. Based on these datasets, our work provides a large scale evaluation of transformer models for hyperspectral data.

- We investigate different positional and spectral encoding schemes and show that block-wise embedding significantly improves the performance of transformers on hyperspectral data.

- To facilitate spatial-spectral learning with transformers, we utilize a spatial-spectral factorization scheme which greatly reduces the computational burden of the self-attention operation on high-dimensional hyperspectral data.

- We show that a self-supervised masked image modeling task for hyperspectral data improves model performance on downstream tasks, and can significantly improve label efficiency for transformer models.

2. Related Work

2.1. Hyperspectral Deep Learning

The high dimensionality and spectral correlation of hyperspectral data present unique challenges for machine learning methods. Accordingly, many machine learning techniques have been developed for common hyperspectral tasks such as dimensionality reduction [55], data fusion [51], unmixing [54] or classification [2]. In particular, deep learning approaches like fully connected [14], convolutional [26] (CNN), and recurrent neural networks [28] have been successfully applied on hyperspectral imaging data (see [2] for an overview). Hybrid transformer-CNN methods combine convolutional feature extractors with transformer networks (e.g., [20,38,43]) to leverage the spatial inductive bias of CNNs in a transformer framework. Following the general trend in the deep learning field, pure transformer networks have also recently been developed for hyperspectral remote sensing imagery [22,31].

2.2. Vision Transformers

Transformer models are state-of-the-art in natural language processing [11] (NLP) where their attention mechanism [42] models pairwise interactions between tokens, and allows them to capture long-range interactions. The trans-
2.3. Self-supervised Learning

The goal of self-supervised learning (SSL) is to learn rich representations from unlabeled data. To that end, an artificial supervision signal is constructed from information that is inherent to the data sample. Models can then be trained to solve such a ‘pretext-task’ before the learned representations are transferred to different downstream tasks of interest. Common pretext-tasks include the prediction of relative rotation [13], solving of jigsaw puzzles [29] or image colorization [53]. More recently, contrastive learning has emerged as a powerful pre-training strategy [6,45]. This approach aims to solve an instance-wise classification problem between data samples with noise contrastive estimation [17]. The objective is to distinguish positive and negative pairs of data points, where the pairwise relationships are derived from inherent characteristics of the data samples rather than classical labels. The network thus learns to map positive pairs close to each other and far apart from negative samples in the representation space. Contrast can be defined on the image [6], patch [46], or pixel [47] level to control the granularity of resulting representations.

Masked Image Modeling Self-supervised learning through the prediction of masked data components is widely used in NLP and a central contributor to the success of transformer networks in this domain. The central idea is to replace a fraction of input tokens with a special mask token that has to be predicted by the transformer [11]. Following the success of such approaches with natural language, masked modeling approaches are now also used in the vision domain. These approaches closely follow the NLP approach by predicting masked tokens from adjacent visible tokens [4,56], which requires a suitable tokenizer. Recent work has shown that in the vision domain token prediction can be substituted by directly regressing the values of masked pixel. This pre-training approach results in strong visual representations when combined with autoencoder networks [19] or by estimating pixel values from latent representations with a simple linear layer [48].

SSL in Remote Sensing Remote sensing offers large amounts of unlabeled data, which has been leveraged in a number of self-supervised learning strategies (see [44] for a review). Early approaches utilize hand-crafted pretext-tasks like inpainting and location prediction [40]. A number of methods have tailored the contrastive learning principle to the characteristics of remote sensing data by utilizing temporal information from consecutive overpasses [27,52], multi-modal data from different sensors [33–35], or multispectral observations [37,39] to define positive sample pairs. Masked image modeling approaches for remote sensing data utilize masked autoencoding [19] with multi-
spectral and multi-temporal data [9], or extend it to imagery of varying ground sampling distance [32]. In the hyperspectral domain, masked sequence modeling has been used to model the spectral signal [18], and within the masked autoencoding framework [24].

3. Method

This section introduces the proposed transformer model for hyperspectral data (3.1), the spatial-spectral patch embedding strategy (3.1.1) and how hyperspectral data is efficiently processed by factorizing self-attention spatially and spectrally (3.1.2). Finally, we present the masked pre-training scheme (3.2).

3.1. Transformer Architecture

This work adapts the vision transformer [12] architecture to hyperspectral imagery. Starting from a baseline transformer model, we successively add model components and adjust design choices to improve efficiency and performance on hyperspectral data. Our baseline spectral model processes the spectral sequence of individual pixel with a transformer encoder. Each pixel is divided into patches along the spectral dimension, resulting in \( n = \frac{p_h}{p} \cdot \frac{p_w}{p} \cdot \frac{p_c}{p} \) blocks of size \( p^c \), and then embedded with a shared linear transform. Learnable positional embeddings are added to the embedding sequence. As a spatial transformer baseline, we apply the original ViT [12] architecture on the RGB bands of hyperspectral data (ViT-RGB).

3.1.1 Spatial-Spectral Patch Embeddings

Spatial-Spectral Patches To incorporate the spatial context for the spectral sequence of each pixel, our spatial-spectral model divides the input image \( \mathbf{x} \in \mathbb{R}^{h \times w \times c} \) into \( n = \left( \frac{h}{p_h} \right) \cdot \left( \frac{w}{p_w} \right) \cdot \left( \frac{c}{p_c} \right) \) patches of size \( p_h^h \cdot p_w^w \cdot p_c^c \). This approach mirrors the spatial patching of the original ViT, but does not aggregate all spectral bands per location, thus retaining the hyperspectral 3D cube. This makes it possible to model both spectral and spatial relationships within the image using attention. Spatial-spectral patching increases the number of tokens by a factor of \( \frac{c}{p_c} \) compared to spatial ViT patching and by \( \left( \frac{h}{p_h} \right) \cdot \left( \frac{w}{p_w} \right) \) compared to the spectral transformer approach. Since the computational cost of self-attention is quadratic in the number of tokens, modeling all spatial-spectral relationships is practically infeasible for anything but very large spatial and spectral patch sizes \( p^{(h,w,c)} \). We address this limitation in Section 3.1.2.

Blockwise Spectral Embedding Vision transformers create embeddings from patches through a learned linear transform that is shared between all patches (see Fig. 3A). Unlike the spatial patches of ViT, which always represent the RGB intervals of the electromagnetic spectrum, our spatial-spectral patches represent multiple different spectral wavelength intervals for every spatial patch. To account for this diversity in the spectral signal, we propose a blockwise spectral embedding scheme that utilizes a separate
linear transform for each of the \( \frac{c}{p} \) spectral blocks in the patched hyperspectral data (see Fig. 3 B). This approach is most similar to group embeddings which have been used for multi-temporal and multi-spectral remote sensing imagery [9].

**Spectral Positional Embedding** We investigate the utility of two different positional encoding techniques for the spatial-spectral embeddings: Learnable positional embeddings for every spatial-spectral patch that are optimized along with the transformer during model training. Alternatively, spectral positional embeddings explicitly encode spatial and spectral positional information of the hyperspectral data separately with fixed sine and cosine functions [9, 42] and the transformer dimensionality \( d \).

\[
\begin{align*}
PE_{\text{pos}, 2i} & = \sin(\text{pos}/10000^{2i/d}) \\
PE_{\text{pos}, 2i+1} & = \cos(\text{pos}/10000^{2i/d})
\end{align*}
\]

We allot one third of the embedding vector to the spectral positional embedding (i.e., the encoding of the patch’s index in the spectral sequence), and the remainder for the spatial embedding of horizontal and vertical position.

**3.1.2 Spatial-Spectral Factorization**

The spatial-spectral patch embedding strategy yields a large number of tokens for high dimensional hyperspectral data. This is a bottleneck for the attention operation, which has quadratic runtime in the number of tokens. To make training feasible, we resolve this limitation by factorizing the transformer model to sequentially process spatial and spectral relationships within the data (see Fig. 2 B). This approach is similar to separable convolutions in CNNs, where 2D and 1D convolutions are sequentially applied over and across feature maps [36]. This strategy reduces the computational load of self-attention from the squared product of the number of spatial and spectral patches to their squared sum, i.e., \( O((h \cdot \frac{w}{p} \cdot \frac{c}{p})^2 \cdot d) \) to \( O((h \cdot \frac{w}{p} + \frac{c}{p})^2 \cdot d) \). In practice the number of required operations on our hyperspectral data changes by a factor of \( \sim 175 \).

**3.2. Masked Self-supervised Learning**

The transformer models investigated in this work consist of a transformer encoder. During masked pre-training, we add an additional linear layer to map latent token representations from the transformer to pixel values, following the SimMIM method [48]. After patch embedding, a fraction of the embeddings is selected and replaced with a learnable mask token. The pre-training objective is to reconstruct the pixel values corresponding to the masked tokens (see Fig. 2). The reconstruction quality is measured by L1 loss, which is only evaluated for masked pixel tokens (see Fig. 6). Unlike similar approaches that utilize encoder-decoder architectures for masked pre-training [19], the small linear reconstruction head in this approach forces the encoder to focus its capacity on modeling the masked tokens, rather than leaving this task to the decoder. Masked sentence models [11] commonly mask 15% of tokens, while image [48] and video [41] models mask around 50% and 90%, respectively. We employ a blockwise-masking strategy (i.e., by masking \( 4 \times 4 \) windows of tokens instead of individual tokens) to prevent trivial solutions which are possible due to the high correlation of spectrally adjacent tokens.

**4. Data**

This work applies transformer models on hyperspectral remote sensing data. To that end, we utilize hyperspec-
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Table 1. Hyperspectral classification performance of baselines and different transformer configurations on the EnMAP-DFC dataset. Columns ‘Spectral’ and ‘Spatial’ indicate whether the model utilizes spectral/spatial context. Please refer to Section 3.1.1 for details about blockwise patch embedding (BPE) and spectral positional encoding (SPE). SSL indicates that the model has been pre-trained on the Hearts spectral datasets from the Environmental Mapping and Analysis Program [16] and the IEEE GRSS Data Fusion Challenge (DFC) 2018 [49].

EnMAP The EnMAP satellite carries an imaging spectrometer that scans the Earth’s surface with 224 spectral bands in the very-near infrared (420 – 1000nm) and short-wave infrared (900 – 2450nm) intervals [16]. The sensor has a spatial resolution of 30 × 30m and a 27-day revisit time. We collect a dataset consisting of 90 cloud-free EnMAP L2 scenes (orthorectified and atmospherically corrected) over Europe in Q4 2022. The EnMAP scenes are divided into non-overlapping 64x64 pixel tiles, and invalid atmospheric bands are removed (resulting in a total of 200 spectral bands). Our dataset consists of 19,792 tiles, for a total of more than 81M hyperspectral pixels.

EnMAP-DFC We create a labeled EnMAP dataset by matching two atmospherically corrected EnMAP L2 scenes over Mexico City with land cover data for the same region that was published for the IEEE GRSS DFC 2020 [50] (see Fig. 4). This dataset consists of 357 64 × 64 pixel tiles with pixel-wise labels for the classes Forest, Shrubland, Grassland, Wetland, Cropland, Urban/Built-up, Barren and Water. For our experiments, the data is randomly split into 286 training/validation tiles and 71 tiles for final testing. We note that some label noise is introduced due to the difference in labeling date (2020) and time of the EnMAP overflight in 2022 (see Fig. 4 top and center rows).

Houston2018 As a second labeled hyperspectral dataset, we use the Houston data from the IEEE GRSS DFC in 2018 [49]. This dataset consists of aerial imagery of the city of Houston (see Fig. 5), obtained with a hyperspectral instrument in the 380 – 1050nm spectral range with 48 bands and 1m spatial resolution. The scene has 1202 × 4172 hyperspectral pixels, 590 149 of which are labeled into 20 fine-grained classes. We use the official train/test split of the dataset in our experiments (504,712 pixels for training and validation, 85,437 for testing).

Metrics We evaluate model performance for land cover classification on EnMAP-DFC and Houston2018 with accuracy and macro accuracy metrics. The standard accuracy measures the fraction of correctly classified samples over the entire dataset (see Eqn. 3). Macro accuracy provides the average of class-wise accuracies, which can deviate from accuracy on unbalanced datasets (see Eqn. 4). We report the average and standard deviation of each metric, computed over 5 training runs with different random seeds.

\[
\text{Acc.} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{TN} + \text{FP} + \text{FN}}
\]  

where TP, TN, FP and FN correspond to true positive, true negative, false positive, and false negative, respectively.
where $x_i$ is a data sample, $y_i$ the corresponding class label, and $C$ the set of all classes in the dataset.

5. Experiments & Results

5.1. Baselines

We use three different baseline models in this work. The ViT-RGB model directly applies the ViT [12] approach with dimensionality $d = 96$, 4 blocks, and 8 heads in the multi-head self-attention to the RGB bands of hyperspectral data. Accordingly, the data only consists of three spectral bands, which are aggregated during patch embedding. This model yields an accuracy of $69 \pm 0.5\%$ on the EnMAP-DFC dataset (see Table 1) and $19 \pm 1.4\%$ on Houston2018 (see Table 2). Our spectral model is a sequential transformer of the same size as the ViT-RGB. Hyperspectral pixel is processed individually, and self-attention acts between spectral tokens of width $p^s = 10$. Unlike the ViT-RGB, this approach can fully leverage the spectral information of the hyperspectral dataset, and improves the accuracy significantly to $77 \pm 0.2\%$ on EnMAP-DFC. On the Houston2018 dataset, the spectral model reaches an accuracy of $47 \pm 3.2\%$. As a convolutional baseline, we use an established 3D-CNN model [25] with strong performance on hyperspectral datasets [2]. Using 3D convolutions, this model can incorporate both spatial and spectral information, yielding a performance of $83 \pm 0.3\%$ for EnMAP and $45 \pm 1.8\%$ on Houston2018. Unlike the presented transformer approaches (see Table 1), the 3D-CNN model only makes predictions for the center-pixel of every input patch. This improves performance but necessitates a sliding-window inference strategy to create pixelwise land cover maps, which strongly increases computational cost. We re-train our best performing model using this approach on the EnMAP data and adopt the same strategy on the Houston2018 dataset for comparability.

5.2. Spatial-Spectral Embedding

We extend the spectral transformer to deal with spatial-spectral signals by embedding the data along both spatial and spectral axes (see Fig. 3). This increases the number of embeddings by a factor of $\frac{k \cdot w}{p^s} \cdot \frac{w}{p^s}$ compared to the spectral model. The spatial-spectral factorization strategy detailed in Section 3.1.2 allows our spatial-spectral model (SST) to efficiently process the increased number of tokens. The model consists of two stacked transformers (with $d = 96$, 4 transformer blocks and 8 heads) that sequentially process the tokens with $p^h \cdot w = 1$ and $p^s = 10$ along the spatial and spectral dimension, respectively. This approach yields an accuracy of $79 \pm 0.1\%$ on EnMAP-DFC and serves as the basic backbone for the other presented transformer modifications. Adding the blockwise patch embedding (BPE) scheme allows the model to embed patches conditionally on their position along the spectral axis (see Fig. 3) and improves accuracy to $81 \pm 0.2\%$. We find that spectral positional embeddings (SPE) slightly harm the performance of the SST model ($78 \pm 0.2\%$), while the combination of BPE and SPE yields an improvement to $82 \pm 0.1\%$ on the EnMAP data. This model reaches an accuracy of $43 \pm 2.4$ on Houston2018.

5.3. Masked Pre-training

Self-supervised masked modeling increases the data efficiency of transformer models for natural language [11] or image [48] applications. We pre-train our transformer configurations for hyperspectral data on the unlabeled EnMAP dataset with a masked pixel reconstruction strategy. The model is trained for 200 epochs to reconstruct the 70% of patches which were masked in a $4 \times 4$ blockwise fashion. This pre-training yields small improvements over training from scratch on the larger EnMAP-DFC dataset (e.g., +1% accuracy for the masked SST with BPE). On the Houston2018 data, masked pre-training improves the SST model by +5% to 48±2.8% accuracy. The combination of masked pre-training and BPE results in strong representations, as re-

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc (%)</th>
<th>MAcc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D-CNN [25]</td>
<td>$45 \pm 1.8$</td>
<td>$45 \pm 1.0$</td>
</tr>
<tr>
<td>Transformer [42]</td>
<td>$33 \pm 1.1$</td>
<td>$26 \pm 1.0$</td>
</tr>
<tr>
<td>ViT-RGB</td>
<td>$19 \pm 1.4$</td>
<td>$21 \pm 1.4$</td>
</tr>
<tr>
<td>Spectral T.</td>
<td>$47 \pm 3.2$</td>
<td>$43 \pm 1.6$</td>
</tr>
<tr>
<td>SST</td>
<td>$43 \pm 2.4$</td>
<td>$40 \pm 1.7$</td>
</tr>
<tr>
<td>Masked SST</td>
<td>$48 \pm 2.8$</td>
<td>$42 \pm 1.2$</td>
</tr>
</tbody>
</table>

Table 2. Land cover classification results for the Houston2018 dataset. SST corresponds to spatial-spectral transformer with BPE. The masked SST is pre-trained and fine-tuned on Houston2018 training data. All models besides the standard transformer are trained for center pixel prediction.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1%</td>
</tr>
<tr>
<td>3D-CNN [25]</td>
<td>$28 \pm 1.8$</td>
</tr>
<tr>
<td>Transformer [42]</td>
<td>$10 \pm 0.1$</td>
</tr>
<tr>
<td>ViT-RGB</td>
<td>$14 \pm 1.7$</td>
</tr>
<tr>
<td>Spectral T.</td>
<td>$17 \pm 1.7$</td>
</tr>
<tr>
<td>SST</td>
<td>$27 \pm 3.2$</td>
</tr>
<tr>
<td>Masked SST</td>
<td>$35 \pm 2.0$</td>
</tr>
</tbody>
</table>

Table 3. Land cover classification accuracy on Houston2018 for different training set sizes (100%: 504 712 labeled pixels). When labeled training data is scarce, the pre-trained transformer significantly outperforms the other models.
vealed by linear probing on the frozen transformer weights (see columns 'Frozen' in Table 1). The masked SST improves by +3% accuracy to 79 ± 0.1% and +5% in macro accuracy over the SST without pre-training on the EnMAP-DFC dataset.

**Data Efficiency** To investigate model performance on downstream applications with little labeled data, we train pre-trained and randomly initialized SST models with BPE and SPE on successively smaller portions of the Houston2018 dataset (see Table 3). Using as little as 0.1% of the Houston2018 training data (∼504 pixels) results in an accuracy of 27 ± 3.2% for the randomly initialized SST model and 28 ± 1.8% for the baseline 3D-CNN [25]. The pre-trained SST model reaches an accuracy of 35 ± 2.0%, which corresponds to an +8% increase that can be attributed to self-supervised pre-training (see Fig. 7). We observe a similar performance advantage for the self-supervised model when training on 1% and 10% of the Houston2018 training set (see Table 3). We note that the masked SST model outperforms the SST model without pre-training and the 3D-CNN with as little as 1% of the labeled training data.

![Figure 7. Performance of 3D-CNN baseline [25] and spatial-spectral transformer models trained on varying fractions of the Houston2018 dataset.](image)

6. Discussion

This work investigates the utility of masked hyperspectral image reconstruction for self-supervised learning of transformers. We pre-train different transformer model configurations on unlabeled data and evaluate them on the labeled EnMAP-DFC and Houston2018 datasets. A comparison of the baseline vanilla transformer and ViT-RGB methods reveals the high importance of spectral information for the EnMAP-DFC land cover classification task: ViT-RGB, which has access to larger spatial context but disregards spectral information beyond the RGB-bands, performs significantly worse than the standard transformer trained on the entire spectral sequence (∼8% accuracy). Interestingly, both baseline transformer approaches lag significantly behind the convolutional 3D-CNN baseline [25]. We find that blockwise patch embedding is an important enhancement for spectral transformers and provides an implicit encoding of each token position in the spectral sequence. Despite EnMAP’s high spectral resolution, the use of spatial context provides improvements in model performance. Incorporating spectral positional embeddings into the spatial-spectral transformer further boosts classification accuracy in our experiments when combined with blockwise patch embedding.

In order to leverage large unlabeled hyperspectral datasets and to boost the label efficiency of transformer models, we utilize masked data reconstruction as self-supervised pre-training task. Linear probing from the self-supervised representations indicates that masked hyperspectral image reconstruction yields meaningful representations that can achieve strong classification performance on EnMAP-DFC. We further conduct an ablation study on the label efficiency of our masked spatial-spectral transformer on the Houston2018 dataset. The pre-trained model can be fine-tuned with 1% of the labeled data to surpass the performance of the baseline models trained on 100% of the labeled data.

7. Conclusion

Our systematic evaluation of vision transformer models for hyperspectral remote sensing data reveals the benefits of different positional encoding schemes and the importance of modeling spatial-spectral interactions with self-attention. Factorizing self-attention between the spatial and spectral dimensions enables self-attention for high-dimensional hyperspectral data. We further showcase the potential of masked transformer pre-training and evaluate the resulting models with different amounts of labeled training data. The results of this study indicate that masked pre-training is highly effective to improve label efficiency of transformer models, and can also boost performance when a large number of labels is available. We believe that these results will be highly relevant for the hyperspectral remote sensing community as transformer networks continue to excel for vision tasks and more large unlabeled hyperspectral datasets start to become publicly available.
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