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Abstract

It is widely believed that the brain uses predictive cod-
ing schemes to represent sensory inputs in an efficient man-
ner. However, it is still debated how networks of spiking
neurons can learn such coding schemes in an unsupervised
fashion. Here we present a hierarchical spiking neural net-
work architecture that learns an efficient encoding of vi-
sual input from an event-based vision sensor by combining
excitatory and inhibitory spike timing-dependent plasticity
(STDP). The network develops receptive fields and exhibits
surround suppression effects reminiscent of biological find-
ings. We show that inhibitory STDP which aims to sup-
press predictable (and therefore redundant) spikes in neu-
rons strongly reduces neural activity (and therefore energy
costs) with only moderate reductions in coding fidelity.

1. Introduction

Biological vision systems have been optimized by mil-
lions of years of evolution to be highly energy efficient and
they can learn without external supervision. Designing sim-
ilarly efficient artificial vision systems capable of unsuper-
vised learning is still a grand challenge. At the sensing
front-end, much progress has been made with event-based
cameras that mimic information processing in the retina,
providing high energy efficiency, low latency, and high dy-
namic range [14]. However, it is much less clear how unsu-
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pervised learning processes in later visual processing stages
can be understood and replicated in artificial vision systems.

A prominent conceptual framework for understanding
such unsupervised learning is the efficient coding hypoth-
esis, which states that sensory representations and sensory
processing are adapted to the statistics of naturally occur-
ring sensory signals. In particular, Barlow argued that visual
inputs may be represented through an encoding scheme that
removes redundancy inherent in sensory signals to make
best use of the available neural resources [5]. A special
variant of efficient coding schemes are predictive coding ap-
proaches [13, 24, 25, 29]. How such predictive coding ideas
can be realized in spiking neural networks and how these
may be set up by neuronal and synaptic plasticity mecha-
nisms is still subject of much debate [3, 7, 22].

To address this challenge, we here propose a hierarchi-
cal spiking neural network that learns to encode visual input
from an event-based camera in an efficient manner. To do
so, it combines different forms of excitatory and inhibitory
spike timing-dependent plasticity (eSTDP and iSTDP, re-
spectively) together with homeostatic mechanisms. In con-
trast to most predictive coding approaches, there are no ex-
plicit neurons for detecting errors between bottom-up inputs
and top-down predictions. Instead, the network simply uses
iSTDP to learn to inhibit the most predictable spikes via lat-
eral and top-down connections. The idea is that since these
spikes are easy to predict from the network’s ongoing activ-
ity, they only represent redundant information. Suppress-
ing these redundant spikes therefore saves energy without
much loss of information, since spiking is a major source
of energy consumption in both biological brains [2, 19] and
neuromorphic chips such as Loihi [11]. Our network also
does not distinguish excitatory and inhibitory neurons, but

This CVPR workshop paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

3997



any neuron can both excite and inhibit other neurons in the
network. Due to the simplicity of the approach compared
to previous predictive coding schemes, we call it Predictive
Coding Light (PCL).

We summarize our contributions as follows: 1) We pro-
pose PCL, a simple predictive coding scheme for spiking
neural networks. 2) We train and test a PCL network on
simulated and real data from an event-based camera. 3) We
show that the network forms synaptic connectivity patterns
that account for several biological observations including
simple and complex cell-like receptive fields and surround
suppression effects. 4) We demonstrate that the learnt in-
hibitory connections permit the network to encode its sen-
sory inputs in an (energy) efficient manner: it represents
inputs with much fewer spikes with only moderate informa-
tion loss. Code and datasets are available from the authors
upon request.

2. Related Work
The current surge of interest in predictive coding goes

back to the seminal work of Rao and Ballard [25], although
its intellectual origins can be traced back to Hermann von
Helmholtz [32]. We focus our discussion on spiking neural
network implementations of efficient and predictive coding
schemes and models of surround suppression, which is con-
sidered a signature of predictive coding in visual informa-
tion processing.

Models of efficient and predictive coding with spiking
neural networks. How spiking neural networks can learn
efficient and/or predictive representations using unsuper-
vised learning approaches has been addressed by various
works. Several authors have attempted to construct spik-
ing neural network implementations of classic unsupervised
learning schemes. For example, Zylberberg et al. propose
an implementation of sparse coding with spiking neural
networks [34]. Savin et al. consider independent compo-
nent analysis in spiking neurons [27]. Burbank constructs
a spiking implementation of an autoencoder [8]. This lat-
ter work uses different types of STDP for feedforward and
feedback connections in the network, which we also use in
PCL. Chauhan et al. show that visual receptive fields closely
matching biological findings develop in a network using
rank-based STDP [10]. Barbier et al. learn simple and com-
plex cell-like receptive fields from input of an event-based
camera [4].

Realizations of explicit predictive coding schemes with
spiking neural networks are still quite rare. Brendel et al. [7]
derive voltage-based local learning rules for spiking neu-
rons from an objective function for coding efficiency. Their
networks learn to represent signals in a spike by spike fash-
ion to achieve codes that are highly efficient yet still robust
to noise, delays, or constraints on connectivity. This work

makes a number of very interesting biological predictions.
An open question seems to be the biological plausibility of
some of the derived learning rules, in particular a predicted
“reverse STDP” for recurrent excitatory to excitatory con-
nections [7]. Our work shares several features with [7]. In
particular, we also assign different roles and learning rules
to feedforward vs. feedback connections. However, we only
consider learning rules for which there is some experimen-
tal support.

Most recently, the work of Mikulasch et al. [22] pro-
poses to implement predictive coding in SNNs using multi-
compartment neurons. In this approach, prediction errors
are computed by the local voltage dynamics in the den-
drites. Neurons compete via lateral and top-down connec-
tions in order to reduce prediction errors. Similar to [7],
this scheme also leads to a tight balance between excitation
and inhibition that matches biological observations. PCL
proposes a simpler architecture without the need for multi-
compartment neurons.

Models of surround suppression. The term surround
suppression describes the neurophysiological observation
that neurons in visual cortex can reduce their activity when
a visual stimulus extends beyond its so-called classical re-
ceptive field. The origins of this effect have been a topic
of neuroscientifc investigation [23, 26]. Rao and Ballard
demonstrated that such behavior arises naturally in their
predictive coding approach [25], while earlier approaches,
e.g., [28, 30], and also more recent ones [9, 20] mostly
tried to give mechanistic explanations of the phenomenon.
Following-up on the functional perspective of Rao and Bal-
lard, Zhu and Rozell [33] have shown that a broad range of
nonclassical receptive field effects including end-stopping,
surround suppression, contrast invariance of orientation
tuning, and cross-orientation suppression emerge in a re-
current network that learns a sparse encoding of its visual
input. Note that all the works above have used rate-coding
model neurons. A recent study has considered surround
suppression in an SNN [21], but the surround suppression
was “hard-wired” into the network and not a consequence
of learning an efficient/predictive code as is the case for our
PCL network.

3. Methods
3.1. Network architecture

Our network is inspired by simple and complex cells in
the primary visual cortex of mammals. It is composed of a
simple cell layer, which receives inputs from an event-based
vision sensor, and a complex cell layer, which is driven by
the simple cell layer (Fig. 1).

The event-based vision sensor generates two kinds of
events: ‘ON’ events signalling brightness increases and
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Figure 1. Network architecture.

‘OFF’ events signalling brightness decreases. These events
are received by the simple cells via adjustable excitatory
synaptic weights. The simple cells in turn excite complex
cells in the complex cell layer via another set of adjustable
excitatory synaptic weights.

We do not distinguish excitatory and inhibitory neurons
in our network. Instead, units can both excite and inhibit
other neurons. The network comprises three kinds of inhi-
bition. First, there is a ‘static inhibition’ among simple cells
with identical receptive field location that helps to decorre-
late their responses. Second, there is an additional ‘plas-
tic lateral inhibition’ among simple cells with neighboring
receptive fields. Third, there is a ‘plastic top-down inhi-
bition’ from complex cells to simple cells. These lateral
and top-down inhibitory connections learn to cancel highly
predictable simple cell spikes, thereby reducing the total
amount of spiking without much information loss. Table 1
summarizes the different connectivity parameters.

3.2. Neuron model and static lateral inhibition

We use a standard leaky integrate-and-fire (LIF) neuron
model, as it offers a good compromise between computa-
tional cost and realism. When a LIF neuron receives no
inputs, its membrane potential decays exponentially to a
resting value Vrest, that is defined as 0 mV in this work.
Our simulation is event-based. The membrane potential of a
neuron is only updated whenever a synaptic input arrives. In
this case, the weight wi of the corresponding synaptic con-
nection is added to the neuron’s membrane potential. The
membrane potential of the neuron is updated according to:

Ṽ (t+∆t) = max{Vmin, V (t)e
−∆t
τm + wi(t)} , (1)

where ∆t is the time since the membrane potential was last
updated, τm is the membrane time constant and V (t) is the
membrane potential. Vmin is a minimum value of the mem-
brane potential, here defined as -80 mV.

When the membrane potential reaches a threshold Vθ,
the neuron generates an action potential that will be trans-
mitted to other neurons. The membrane potential of the
neuron is then reset to a value Vreset = −20 mV:

V (t+∆t) =

{
Ṽ (t+∆t) : Ṽ (t+∆t) < Vθ

Vreset : Ṽ (t+∆t) ≥ Vθ .
(2)

We incorporate a relative refractory period in the neuron
model, limiting its ability to spike for a short time period
after a previous spike. This is implemented via a decaying
trace that is subtracted from the potential at each update:

Ṽ (t+∆t) = max{Vmin, V (t)e
−∆t
τm +wi(t)−ηRPe

− t+∆t−ts
τRP } ,

(3)
with ts the time since the last spike and ηRP and τRP the
amplitude and decay rate of the refractory mechanism, re-
spectively. This Eq. 3, replaces Eq. 1 for excitatory inputs.

Static lateral inhibition. Simple/complex cells inhibit
other simple/complex cells at the same retinal location via
a ‘static inhibition’. When a cell spikes, the other cells re-
ceive a strong inhibitory input preventing them from spiking
for a short time span:

Ṽ (t+∆t) = max{Vmin, V (t)e
−∆t
τm − wI} , (4)

where wI sets the strength of this inhibition. Eq. 4 replaces
Eq. 3 in the case where an inhibitory input is received due
to the static inhibition.
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Simple cells:

Retina size Input zone Ncells

(346× 260× 2) (66× 66× 2) (9× 9× 64)

Receptive field Overlap Plastic lateral inhibition range

(10× 10× 2) (3× 3× 2) (4× 4× 64)

Complex cells:

Input size Input zone Ncells

(9× 9× 64) (9× 9× 64) (8× 8× 16)

Receptive field Overlap Plastic top-down inhibition range

(2× 2× 64) (1× 1× 64) (2× 2× 64)

Table 1. Connectivity parameters. The values indicate dimensions
of the following form: (x× y × z) cells.

3.3. Synaptic plasticity mechanisms

Spike-Timing Dependent Plasticity. Excitatory synaptic
connections to the simple cells are learnt via a standard form
of spike timing-dependent plasticity (STDP) with exponen-
tial windows. In our event-based simulation, we distin-
guish potentiating and depressing events (long term potenti-
ation/depression, LTP/LTD). LTP is triggered whenever the
post-synaptic neuron spikes. At this time the weight of the
i-th synaptic input to this neuron is updated according to:

∆wLTP
i = ηLTPe

ti−ts
τLTP,s , (5)

where ti is the time when the last spike from input i was
received, ts is the spike time of the postsynaptic neuron,
and ηLTP,s and τLTP,s set the scale and time constant of the
temporal window.

LTD is also triggered whenever the post-synaptic neuron
spikes according to:

∆wLTD
i = −ηLTP,se

ts−1−ti
τLTD,s , (6)

where ti is again the time when the signal from input i was
received, ts−1 is the previous spike time of the postsynaptic
neuron, and ηLTD,s and τLTD,s again set the scale and time
constant of the temporal window.

For the excitatory connections from simple cells to com-
plex cells we use slightly different STDP rules with rela-
tively wide rectangular temporal windows to foster invari-
ance:

∆wLTP
i =

{
ηLTP : |ti − ts| ≤ τLTP,c

0 : |ti − ts| > τLTP,c

(7)

∆wLTD
i =

{
ηLTD : |ts−1 − ti| ≤ τLTD,c

0 : |ts−1 − ti| > τLTD,c .
(8)

We have experimented with different window functions
and the results described below do not seem to critically
depend on the precise functional form of the window, as
long as it is sufficiently wide. A detailed discussion of this
is beyond the scope of the current manuscript.

Weight normalization. The STDP rule proposed above
can lead to a great disparity between weights and instability
due to unbounded growth. We introduce a weight normal-
ization mechanism in order to avoid this and to control the
strengths of different connection types in the network. This
aims to model a limited supply of synaptic building blocks
in a simple fashion [31]. Let W̃ be a non normalized weight
vector of a neuron, obtained after a weight update via STDP.
The weights W are then updated according to:

W ← λ
W̃

∥W̃∥
, (9)

where λ is a scaling factor. The aforementioned equation
is applied to all weights (excitatory and inhibitory) of our
network for all neurons. The value of λ varies according to
the type of connection (see Tab. 2 for details).

Weight sharing. In order to extract an identical set of fea-
tures with groups of simple cells representing different reti-
nal locations, simple cells share their excitatory weights as
in convolutional neural networks. Note that the rest of the
weights in the network are not shared but individual. In par-
ticular, we did not apply any weight sharing mechanism for
complex cells, so that the features extracted become tuned
to the specific inputs at that spatial location.

Plastic lateral inhibition. Simple cells can also dynam-
ically inhibit each other. Rather than using a fixed weight
to subtract from the membrane potential as for the static
inhibition, here inhibitory connections are learnt using the
STDP rule from Eqs. 5 and 6. A spiking simple cell will
inhibit all other cells in a 3-dimensional range (excluding
those at the same retinal location) to prevent them from
sending the same information to deeper layers. The range
of the inhibition is given in Tab. 1 and the hyperparameters
used for training with STDP are given in Tab. 2. The update
of the membrane potential when a plastic lateral inhibitory
event is received follows Eq. 1.

Plastic top-down inhibition. Complex cells inhibit sim-
ple cells via plastic top-down inhibitory connections. These
connections are also learnt using the STDP rule from Eqs.
5 and 6. The spatial range of these inhibitory connections
and parameters used for training are detailed in Tabs. 1 and
2, respectively. The update of the membrane potential of a
simple cell receiving an inhibitory top-down input also fol-
lows Eq. 1, just like for the plastic lateral inhibition.
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Simple cells

Vreset

(mV)
Vthresh

(mV)
τm

(ms)
τRP

(ms)
ηLTP

(mV)
ηLTD

(mV)
wI

(mV)
ηRP

(mV)
τLTP

(ms)
τLTD

(ms) λ

-20 30 20 30 excit. = 77 · 10−6

inhib. = 77 · 10−2
excit. = 21 · 10−6

inhib. = 21 · 10−2 20 1 14 7
excit. = 4

lat. inhib. = 40
t-d. inhib. = 200

Complex cells

Vreset

(mV)
Vthresh

(mV)
τm

(ms)
τRP

(ms)
ηLTP

(mV)
ηLTD

(mV)
wI

(mV)
ηRP

(mV)
τLTP

(ms)
τLTD

(ms) λ

-20 3 200 30 excit. = 0.02 excit. = 0.02 15 1 20 20 excit. = 10

Table 2. Network hyperparameters.

Bars per sequence Speeds
(pixels/ms)

Length
(pixels) Orientations

(deg)
Widths
(pixels)

Min Max Min Max Min Max

1 50 0.1 0.5 1 150
0, 23, 45, 68

90, 113, 135 and 158 1, 2 and 3

Table 3. Synthetic bars training dataset parameters.

3.4. Event-based datasets generation

For synthetic training sets we generate events from RGB
image sequences using the PIX2NVS simulator [6]. This
method is fast and gives us perfect control over the stimulus
properties.

Training sets. We generated a training set of moving bars
of various orientations, motion directions (orthogonal to
their orientations), speeds, and widths, and also controlled
the polarity of the events of our bars (white and black bars
on a grey background). Our dataset comprises 144 se-
quences lasting from 1 to 4 seconds. The bar orientations
covered 180°. Table 3 gives the parameters of the dataset.

To verify that the network can learn proper receptive
fields from natural images, we create event sequences from
natural images of the Van Hateren database [15]. Con-
cretely, we move images with a fixed speed of 0.1 pixels/ms
in a set of 32 possible directions (following the orientations
listed in Tab. 3) to generate events. Our natural images
dataset comprises 2000 sequences of 800 ms duration.

Figure 2 (left) shows bar and natural images stimuli.

Surround suppression test sets. For testing surround
suppression effects, we create bar stimuli that increase in
length from 1 to 75 pixels and have orientations between 0–
180° as in the training set. Bars move in the two directions
orthogonal to their orientation. In order to account for the
variability of the bars training set, the test set also contains
bars of the same widths listed in Table 3 with speeds of 0.1,
0.3 and 0.5 pixels/ms.

To evaluate our network on real events, we also recorded
event sequences with a DVS event camera (DAVIS 346).
We capture real moving bars by manually translating verti-
cal bars drawn on a sheet of paper in front of the sensor with
different speeds (estimated visually to be fast or slow). We
obtain different orientations and bar lengths by rotating and
cropping these event sequences.

Parameter reconstruction datasets. To assess the qual-
ity of stimulus encoding by the PCL network, we create
training and test sequences containing bars of defined po-
sition, width, length, orientation, and movement direction.
We want to evaluate the capacity of PCL to estimate them,
and do that from the network’s activity as described below.
We use 200,000 samples as our training set and 50,000 sam-
ples as our test set.

3.5. Parameter reconstruction

The parameter reconstruction considers 30 ms intervals
of the network’s spiking activity to estimate the parameters
of a moving bar (position, width, length, orientation, move-
ment direction). We construct a feature descriptor by filter-
ing the simple cell spike trains with a Gaussian kernel. For
each neuron we calculate:

G(t) =
1

n

n∑
i=1

e
(ti−t)2

2σ2 , (10)

where n is the number of spikes in the sample, ti is the
time of the i-th spike, and σ is the standard deviation of the
Gaussian kernel, which is equal to 5 ms here. We combine
the G-values of each neuron into a vector of length 9 ×9 ×
64. We also perform a min-max normalization of the vector
as it improves the results. The duration of the sequences
was arbitrarily chosen to cover a long time scale even if the
contribution of far-away spikes is marginal.

A single vector of G-values serves as input to a 3-layered
fully connected network to estimate the bar parameters. We
use 10 hidden units for the estimation of the width and 100
hidden units for the rest of the parameters. These values

4001



were found empirically to give good results while keeping
computational costs low. We use the ReLU activation func-
tion for all layers. We use an MSE loss function for the
length and the position of a bar, and a cross-entropy loss for
the remaining parameters. The optimization is done with
the ADAM [17] optimizer with standard PyTorch parame-
ters. Training lasts 10 epochs using a batch size of 32.

The neural network is trained to perform a regression for
the position and the length of the bar and a classification
for the remaining parameters. For the sake of convenience
when presenting results, we convert the errors during es-
timation of bar position and length also into an accuracy
score via a linear transformation. Specifically, we define an
estimation error of 0 pixel to correspond to 100% and an
error of 20 pixels (2 receptive field widths) to correspond to
0% accuracy.

4. Results
Previous predictive coding models have aimed to explain

visual receptive field properties and surround suppression
effects. The latter are typically verified by observing the re-
sponses of individual neurons to sequences of moving bar
stimuli of different lengths that match the neuron’s preferred
orientation. Here we proceed in a similar way. We first
show that our network learns simple and complex cell re-
ceptive fields. We then demonstrate surround suppression
effects. Finally, for different versions of the network with
and without different kinds of inhibition, we estimate stim-
ulus parameters such as the position, width, length, orien-
tation, and direction of a moving bar from the network’s
simple cells’ spikes.

4.1. Learning receptive fields

When training our network, all synaptic connections are
learning at the same time. Thus, the simple and complex
cells’ excitatory feedforward connectivity develop at the
same time as the recurrent inhibition. The neuron param-
eters are summarized in Tab. 2. Figure 2 shows a sample
of the datasets and the learnt simple cell receptive fields.
They resemble Gabor functions and exhibit a preference to-
wards a particular orientation. For natural images, we ob-
serve a strong dominance of vertical and horizontal recep-
tive fields. When we increased the number of simple cells to
100 we obtained a more diverse set of receptive fields cover-
ing many different orientations. As buildings, trees trunks,
branches and wild grass are numerous in the dataset and
contain many horizontally and vertically oriented patterns,
the cells become more tuned to those orientations overall.
This is reminiscent of the well-known oblique effect [1].
Increasing the number of simple cells helps learning a more
diverse set of receptive field orientations. Another differ-
ence in the natural image condition is that many receptive
fields only show a single elongated lobe of one polarity

(a) Synthetic bars

(b) Natural images

Figure 2. Learning of simple cell-like receptive fields for synthetic
bar stimuli (a, top) and natural images (b, bottom). Left: Examples
of event-based visual input sequences used during training. The
rectangles in the middle show the input zones of the simple cells.
Right: Learnt simple cell-like receptive fields.

(a) Synthetic bars network (b) Natural images network

Figure 3. Visualization of complex cell receptive fields for the net-
work trained with synthetic bar stimuli (a, left) and natural images
(b, right). In each case we visualize four example complex cell
receptive fields by showing the 4 simple cell receptive fields that
had the strongest excitatory connections to these complex cells.

(green or red, corresponding to on or off). We speculate
that this may be due to larger structures in the natural im-
ages, that mostly generate only one kind of event on their
leading edge and the other kind of event on their (relatively
distant) trailing edge.

Visualizing the receptive fields of complex cells is more
difficult, since each complex cell combines responses of
many simple cells with different receptive field locations in
a nonlinear fashion. Figure 3 visualizes some complex cell
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receptive fields by showing the four simple cell receptive
fields (one for each of the four spatial locations from where
the complex cell receives simple cell input) that have the
strongest connections to the example complex cells. Com-
plex cells often tend to receive strong input from simple
cells with similar orientation but different phase, making
the complex cell responses more invariant to input polarity
as can be seen in the example complex cell in the top left
corner of panel (a) of Fig. 3.

4.2. Surround suppression

Having characterized the receptive fields in our simple
and complex cell layers, we test whether PCL gives rise to
surround suppression effects, which are considered a signa-
ture of predictive coding. We begin by testing for surround
suppression effects in the network that is trained and tested
with synthetic bar stimuli.

Synthetic bars. Figure 4a shows the results obtained with
synthetic bars. With both types of plastic inhibition, we ob-
serve a suppressive effect around 50%, calculated from find-
ing the percentage decrease from the peak to the response
at maximum length. Both the lateral and the top-down in-
hibition contribute to the suppression. The plastic lateral
inhibition gives the highest suppression effect of 40% while
the plastic top-down inhibition leads to only 17%. This
may be due to the relatively small number of complex cells
in the network. However, the top-down inhibition signifi-
cantly reduces the maximum spiking response compared to
a network without any plastic inhibition. In contrast, the lat-
eral inhibition has a stronger effect in terms of decreasing
spiking activity with growing bar length. Their combination
induces an overall strong suppressive effect with a distinct
decrease in spiking with bar length.

Real bars. Next, we validate the surround suppression re-
sults by testing the network with real bar stimuli recorded
with the event-based camera. Figure 4b shows the results.
With both types of plastic inhibition, the network still ex-
hibits surround suppression with a suppressive effect of
57%. For bars longer than the classical receptive field size,
the simple cells’ responses decrease with bar length, al-
though the effect is not as pronounced as for the synthetic
stimuli, on which the network was trained. Overall, the ef-
fects of plastic lateral and top-down inhibition are similar to
those observed for synthetic stimuli. However, the results
are somewhat more variable (note the larger error bars) be-
cause the process of event generation is less controlled and
noisier for the real bar input.

Taken together, these results demonstrate that the PCL
network learns simple and complex cell-like receptive fields
and shows surround suppression effects as observed biolog-
ically. These biological features are considered a conse-

quence of the brain attempting to learn an efficient code for
its visual inputs, suggesting that the PCL network also man-
ages to learn an efficient code.

4.3. Parameter reconstruction

In this section, we try to test more directly if the PCL net-
work learns an efficient code. Our reasoning is as follows:
If the PCL network encodes its visual inputs efficiently (in
terms of energy use) by removing spikes that are highly
predictable, then it should retain much information about
these inputs with a comparatively small number of spikes.
In order to test this, we train a neural network to reconstruct
the parameters (position, width, length, direction, orienta-
tion) of our bar stimuli from the simple cells’ spikes. If
these input parameters can be well reconstructed, this im-
plies that the network has retained a high amount of infor-
mation about the stimuli. Furthermore, we can compare net-
works with the learned plastic inhibition to networks with-
out inhibition where we remove a similar number of spikes
randomly. Our prediction is that in the latter case the net-
work will perform worse, because the random removal of
spikes will target both redundant and highly informative
spikes equally.

To test this hypothesis we evaluate a network with ran-
dom inhibition, learnt inhibition, and no inhibition. We sim-
ulate the random inhibition mechanism by randomly delet-
ing some spikes in the simple cell spike trains to match the
activity level in the network with plastic inhibition. This
is analogous to lowering the black curve in Fig. 4a to the
niveau of the red curve for each bar length by removing
randomly selected spikes.

Figure 5 shows the results. In all cases, the learnt inhi-
bition performs better than the random inhibition. The dif-
ference between the baseline classification results (without
inhibition and thus, with more spikes) and the learnt inhi-
bition is on average equal to 5%. On the other hand, the
performance drop with the random inhibition is on average
2.5 times larger. These results show that the total number of
spikes is important for the coding of information. Further-
more, they also suggest that the inhibitory STDP succeeds
in preferentially removing more redundant spikes, saving
energy with only moderate information loss.

5. Discussion
We have proposed Predictive Coding Light (PCL), a hi-

erarchical spiking neural network architecture that learns to
efficiently encode signals from an event-based camera. PCL
relies on excitatory STDP to learn its feedforward connec-
tivity and inhibitory STDP to learn its recurrent and top-
down connectivity. The only exception to this is the static
inhibition. It is an interesting open question if this could
also be replaced by a form of plastic inhibition based on a
local learning rule such as a form of iSTDP. The different
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(a) Synthetic bars (b) Real bars

Figure 4. Demonstration of surround suppression. We plot the normalized average number of spikes per sequence (about 5 s for synthetic
bars and 1 s for real bars) produced by simple cells in different versions of the network when stimulated with moving oriented bars of
different lengths. The networks with plastic inhibition exhibit surround suppression: Beyond a certain bar length corresponding to the size
of the simple cells’ classical receptive field, the spiking activity is reduced, matching biological findings. If plastic inhibitory connections
are removed (black curve), the effect disappears. Results have been averaged over 64 simple cells in a single network with activation and
inactivation of the plastic inhibition mechanisms. Each simple cell was stimulated with bars matching the preferred orientation of the cell.
Error bars indicate the standard deviation across 5 (4) different sequences for synthetic (real) bars.

Figure 5. Comparison of parameter reconstruction. Error bars
indicate the standard deviation across 3 simulations on separately
trained classifier networks.

forms of inhibition allow the network to more than halve the
number of spikes used to encode visual inputs (cf. Fig. 4)
with only moderate loss of coding fidelity ( 5% drop in ac-
curacy during parameter reconstruction, cf. Fig. 5). Such
savings are a key advantage of efficient coding schemes
[5, 7]. It should be noted, however, that the simple visual
input consisting of oriented bars is highly compressible. Al-
though we have mainly evaluated PCL on synthetic data in
order to have better control over the input, we have also
validated the approach with a real event-based camera ob-
serving similar reductions in spike rates.

While we took an engineering stance in this work, we
hope that PCL may also help to better understand efficient
information coding in visual cortex. In particular, we have
demonstrated the learning of simple and complex cell-like
receptive fields and demonstrated surround suppression ef-

fects similar to what is observed in primary visual cortex.
The network also exhibits so-called cross-orientation sup-
pression, which we hope to cover in a future publication.
However, it must also be noted that we have made some
gross simplifications in PCL compared to biological reality.
This includes the absence of a distinction between excita-
tory and inhibitory neurons and a lack of recurrent excita-
tory connectivity. Adding recurrent excitation could help
to explain phenomena such as a fading memory for recent
visual inputs and the propagation of evidence during per-
ceptual inference.

In the future, it will also be interesting to construct deep
PCL architectures and explore their potential for problems
such as energy efficient object recognition [12, 16]. Fur-
thermore, even though we focused on vision here, PCL is
generic and could be applied to other event-based data, e.g.,
from silicon cochleas, or even multimodal inputs. Further-
more, PCL uses a simple, fully spiking neural network ar-
chitecture and only local “Hebbian” learning rules. This
makes it suitable for implementation on neuromorphic hard-
ware, a topic we would also like to explore in the future.
Similarly, we would like to apply PCL on robotic platforms
to build spiking implementations of fully self-calibrating
active vision systems [18].
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