Where are they looking in the 3D space?
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Abstract

We propose a novel depth-aware joint attention target estimation framework that estimates the attention target in 3D space. Our goal is to mimic human’s ability to understand where each person is looking in their proximity. In this work, we tackle the previously unexplored problem of utilising a depth prior along with a 3D joint FOV probability map to estimate the joint attention target of people in the scene. We leverage the insight that besides the 2D image content, strong gaze-related constraints exist in the depth order of the scene and different subject-specific attributes. Extensive experiments show that our method outperforms favourably against existing joint attention target estimation methods on the VideoCoAtt benchmark dataset. Despite the proposed framework being designed for joint attention target estimation, we show that it outperforms single attention target estimation methods on both the GazeFollow image and the VideoAttentionTarget video benchmark datasets.

1. Introduction

We live in a multi-dimensional world and experience our environment through our senses. Vision is one of the most dominant ways we experience the world. Our sense of orientation within a given context, location, and place is determined by an animated 3D model of the world our brains construct from the cues around us. Image-based gaze target estimation aims to infer what the subjects in the image scene are looking at from a single RGB image. Human gaze following and gaze target estimation in the wild are fundamental for visual navigation. Furthermore, this information is important to evaluate intentions and predict human behaviours in various social contexts [7]. For these reasons, gaze analysis has widely been used in neurophysiology studies [6, 21], relevant saliency prediction [5, 20] and social awareness tracking [4, 18, 19]. Humans are naturally good at understanding the actions of others and estimating where they are looking by leveraging prior knowledge. They can infer the pose and the person’s orientation and reconstruct the 3D image scene based on a single view. By looking at the image, they can understand the person’s actions and infer their intentions. They can even guess what it would look like from another viewpoint. We can do this because all the previously seen objects and scenes have enabled us to build prior knowledge and create mental models of object appearance.

Figure 1 shows an example of an everyday scenario where the human gaze following is critical to safe driving. In this instance, the vehicle’s driver approaches a junction where two pedestrians are about to cross the road. A crucial part of safe driving is adequate situational awareness of the driver. This includes predicting the actions of other road users, such as pedestrians and cyclists within their proximity and on their path. Gestures such as pedestrians looking around for traffic could indicate their intention to cross the road and potentially the driver’s path. Furthermore, this enables the driver to determine whether the pedestrian has spotted them, which would help to prevent a potential collision. To do so, the driver observes the pedestrians from a third-person view and estimates their individual and joint gaze direction and target.
From the neurocognitive perspective, gaze perception is performed by humans to discriminate the gaze direction of others [27] as part of various social interactions, such as gaze following. This action is a vital part of the cognitive functions that allow people to learn via observation [10]. Once they successfully perceive the gaze direction of others, they can utilise this knowledge through their social cognition system in various ways [25], for example, to engage in joint attention with the observed person. By definition, joint attention happens when a gaze leader looks at a particular object which induces gaze followers to orient their attention to the same target. In computer vision, the task of joint attention target estimation is often referred to as shared attention in the literature [3, 8, 12]. While these terms are similar, they are subtly different from each other [7, 25]. In this work, we define joint and shared attention terms according to the neurocognitive perspective as in [7] and treat gaze perception and joint attention as parts of shared attention. Shared attention requires both the initiator and the responder to be aware that they are observing the same object, unlike joint attention.

Recent work showed the ability to estimate the individual’s gaze target directly from images using neural networks. We differentiate between single and joint attention target estimation methods based on the number of subjects involved in this process. A key step towards single attention target estimation was the work by Recasens et al. [22], which demonstrated the ability to detect the attention target of each person within a single image. This image-based method did not consider human attention over time and the cases when the target of the subject’s attention was outside the image frame. This approach was later extended to handle the issue of out-of-frame gaze targets [2]. Afterwards, Chong et al. [3] proposed a spatio-temporal approach to gaze target prediction, which models gaze dynamics from video data. These single-target estimation approaches are attractive because they can leverage head pose features and the saliency of potential gaze targets to resolve ambiguities in gaze estimation. However, unlike humans, they only use 2D information to estimate the point of interest. For the first time, Fang et al. [9] proposed a method using depth prior, 3D gaze estimation and 2D field-of-view (FOV) estimation for gaze target prediction. This was essential to more realistic gaze target estimation in 3D space. However, in reality, the FOV of people is not two-dimensional, as a healthy person can observe things in front of them within a 3D cone.

In social scenarios, we often infer the gaze target of two or more people simultaneously. To solve this task, an inefficient way is to use the single target estimation models and estimate the gaze target of every individual in the scene one by one and then combine these estimates to find the joint attention target of the scene. Fan et al. [8] proposed to infer the joint attention target in third-person social scene videos using a spatial-temporal neural network to overcome the limitations of the single target estimation methods. This solution was based on a head detector module, region proposal, and saliency estimation. Later, Sumer et al. [26] proposed an end-to-end solution without using any temporal information, face detector, or head pose estimator to detect and localise joint attention. Both joint attention target estimation methods rely solely on 2D data, making the models more prone to errors, such as physically impossible predictions where the subjects are estimated to look within their blindspot.

This study extends the previous approaches by developing a model for 3D FOV-based co-attention target estimation by jointly using 2D and 3D clues. Our motivation is to create a model that can translate the image as humans do and estimate where the subject is looking in the 3D space. Introducing strong 3D clues into this framework helps the model handle occlusion and other challenging cases better. Our contributions are fourfold:

- We propose a novel joint attention target estimation model which mimics how humans observe their environment using 2D and 3D clues.
- We trained a spatial model that can utilise the full scope of the 3D information of the 3D space provided by the monocular depth estimator. The predicted 3D FOV of the subjects are used as a probability map instead of a fixed angle, hard thresholded FOV cone to make the model more robust against the potential 3D gaze direction estimation errors.
- This is the first work to incorporate depth information into a joint attention target model and investigate its usefulness in the case of both joint and single attention target estimation tasks.
- The proposed joint attention target estimation approach outperformed the state-of-the-art single and joint attention target estimation methods. The results of the methods were compared on a large-scale image benchmark dataset and two video datasets.

In this work, we rely on an implicit social clue to infer multiple users’ common gaze target point in the scene. We aim to address the physically impossible predictions of the existing models, where the subjects are predicted to observe a point within their blind spot. Inspired by the working of the human visual system, we proposed incorporating depth information into the attention target estimation pipeline. By fully utilising the depth prior generated by a monocular depth estimator module [11] combined with the subject 3D orientation, we predicted a probability map indicating the pixel-wise co-attention target likelihood on the image frame. To the best of our knowledge, this is the first work to fully utilise depth information in a joint attention target estimation framework.
Figure 2. Overall framework of the proposed JAT method. The input of the framework is the RGB image and the head bounding box annotation of the subjects of interest. Head crops of the subjects are generated based on their head positional encoding and used as the input of the 3D gaze target estimator. The depth map, generated by the monocular depth estimation network, is used as the input of the 3D field-of-view (FOV) probability map generator alongside the estimated 3D gaze direction. The generated depth and 3D FOV probability maps and the original RGB image are then inputted into the Joint attention target estimation module to predict the location of the joint attention target of the selected subjects in the scene. The ground truth attention target location is shown in yellow, and the estimate of the proposed method is in red.

2. Related Works

Attention target estimation methods can be categorised based on the number of people involved in the social interaction in third-person social images or videos. 

Single attention target (SAT). This class of methods focuses on a single subject within the scene and aims to infer their visual attention target location based on the visual information. The pioneering work of this research field was proposed by Recasens et al. [24]. The proposed deep model was the first to learn to find the gaze target in the image through two pathways. The input of the scene saliency pathway is an RGB image designed to estimate the saliency of the scene. The subject’s gaze direction was estimated through the gaze pathway, which takes the face crop of the subject and its spatial location within the original image as the input. The image dataset (GazeFollow) proposed in this paper serves as the primary large-scale benchmark of this research field. Despite the promising results presented in this work, the proposed method did not handle out-of-frame targets or modelled the temporal dynamics of attention. Chong et al. [3] proposed a spatio-temporal model to address these limitations. The authors proposed a video attention target dataset (VideoAttentionTarget) and extended the GazeFollow dataset with out-of-frame annotations. These methods were designed to estimate the attention target location of a single subject within the 2D image. Other related works include [13, 17, 23]. 

Joint attention target (JAT). Fan et al. [8] proposed a method to infer the joint attention target of two or more people in the scene. The method takes an image frame as input and, through a head detector, a gaze estimation module, and a region proposal module generates a joint attention spatial heatmap. Furthermore, the authors presented this task’s first large-scale third-person social scene video dataset (VideoCoAtt). An end-to-end Joint attention target (JAT) estimation method was developed by Sumer et al. [26]. A frequent common mistake of the presented SAT and JAT methods is that they do not utilise 3D clues for scene understanding. Therefore, the target estimates are often within the subject’s blind spot.

Depth-aware attention target The latest works on SAT estimation proposed by Fang et al. [9] and Bao et al. [1] addressed this limitation. [9] proposed an image-based SAT estimation model. This work does not consider temporal information, and although the authors developed a 3D gaze direction estimation module, the FOV generator only relies on 2D gaze and head direction and a view angle of 60°. [1] proposed to reconstruct the 3D scene to 3D point cloud using relative depth estimation and 3D human pose estimation. They selected the front-most 3D points along the predefined visual rays to find the final gaze target position. These works are the first and currently, only existing works which took a step towards integrating the depth clue into the attention target detection model.

The work presented in this paper is the first to use depth information for the JAT estimation task. We propose for-
Figure 3. Example joint 3D FOV probability map of the subjects looking at the same attention target. We show the original input image and corresponding monocular depth map in the first column. Then we show the individual probability maps of each subject. Finally, on the combined joint attention probability map, we show the ground truth head bounding boxes and the attention target location in black.

3. Methodology

In this Section, we introduce a novel framework using a monocular depth estimator and a 3D FOV-based probability map to estimate the joint attention target while minimising the physically impossible gaze target estimate. Our assumption is that by integrating relative depth information of the scene and the calculated joint 3D FOV of the subjects in our framework, the model will learn to differentiate between the scene and the calculated joint 3D FOV of the subjects in our scene. Relative depth is the ratio between the depth of two points, which is useful to determine which point is closer to the camera [16].

**3D Field-of-View Module** The crop of the subjects’ heads in the scene is used to estimate their 3D head orientation using an existing 3D gaze estimator module. The 3D direction estimate combined with the 2D spatial positional encoding of the head bounding boxes allows us to generate the subjects’ 3D individual FOV (shown at the bottom of Figure 2). We generate a shared 3D FOV probability map for each image, including every subject. Based on the assumption that a person is more likely to look within their 3D FOV cone than to their blind spot, we assigned a higher probability for the joint attention targets to be within the intersections of the subject’s 3D FOV cones, and we penalise the predictions which fall outside of the cones. In addition, based on our preliminary experimental results presented in Section 1. of the Supplementary material, we assigned the lowest probability score to the subjects’ head bounding box region. The generator outputs are joint 3D FOV probability maps corresponding to the input images. The individual probability map generation is mathematically denoted as:

\[
M_{ind} = \min_{\max\_\text{scaler}} \left( \frac{(i-h_x,j-h_y,k-h_z) \cdot (g_x,g_y,g_z)}{\|i-h_x\|^2 + \|j-h_y\|^2 + \|k-h_z\|^2 + \|g_x \|^2 + \|g_y \|^2 + \|g_z \|^2} \right)
\]

(1)

where \(\text{ind}=\{0,\ldots,n\}\) is the index of the subjects in the scene, \((i,j,k)\) is the coordinate of each point in \(M_{ind}\), \((h_x,h_y,h_z)\) is the centre of the head bounding box, \((g_x,g_y,g_z)\) is the estimated 3D gaze direction, and \(\max\_\text{scaler}\) is the transformation that scales each value of the probability map between zero and one.

Finally, the joint attention probability map values are calculated as the average of the individual probability maps.

\[
M_{FOV} = \text{mean}(M_{ind})
\]

(3)

An example visualisation of the generated individual and joint 3D FOV probability maps is shown in Figure 3. Four...
subjects are in the image, their head crops are highlighted at the left top corner of the individual heatmaps, and the positional encoding is visualised as black bounding boxes on the joint probability map. The ground truth JAT point is visualised in black on the joint probability map. We can see that the highest probability map values correspond to the area where the ground truth point is located within the scene. Furthermore, by using the relative depth prior information (shown at the bottom left of the figure), we can see the clear difference between the pixel values of the blind spot of the individuals and the FOV.

Joint Attention Target Prediction Module
Finally, we defined a JAT prediction module to localise the attention target point of the individuals in the scene. The input of this module is a series of scene images, the corresponding relative depth maps, and the calculated 3D joint FOV probability maps. These inputs are concatenated and fed into an encoder consisting of a ResNet-50 [14] followed by an additional residual and average pooling layer combined with NL layers [29]. In between the layers of the second and third residual blocks, we included 3 and 5 NL layers, respectively. The concatenated features are encoded using two convolutional layers in the Encoder. A deconvolutional network composed of four deconvolution layers upsamples the features calculated by the Encoder into a full-sized feature map. We found that by combining the scene and the subject-dependent information using these inputs, we can find the most probable gaze target location on the image from the joint FOV of the subjects.

3.2. Implementation details
We implement our method in PyTorch. All experiments are run on an Intel i9-CPU @ 3.30GHz, 125 GB RAM, and four NVIDIA GeForce RTX 2080Ti GPUs.

The input RGB and generated depth images are resized to 224x224 and normalised. As described in [24], we used random flip, colour jitter, and crop augmentations. We also added noise to the head position and the 3D gaze direction during training to minimise the influence of localisation errors. The ground truth heatmap was generated using the output 3D direction estimate calculated by [15] and by adding Gaussian weight around the centre of the target for supervision. We implemented two loss functions during training: heatmap and in-frame loss. We used MSE loss to compute the heatmap loss ($L_h$) and binary cross-entropy loss for the in-frame loss ($L_f$). The total loss $L$ used for training is a weighted sum of these two: $L = w_h L_h + w_f L_f$.

4. Experiments
4.1. Dataset and baselines
We performed experiments to evaluate the proposed JAT estimation method on the GazeFollow [24] image, and VideoAttentionTarget [3] video SAT benchmark datasets. The proposed JAT method was compared to the following state-of-the-art SAT models’ performance: solutions utilising depth prior DAM [6], ESCNet [1] and others without VideoAttentionTarget [3], and HGTTR [28].

Furthermore, we evaluated the performance of our method on the social interaction detection VideoCoAtt [8] JAT video benchmark dataset. On the JAT estimation task, we compare our method against the following methods: Fan [8] the first method proposed to infer joint attention in social scene videos, Sumer [26] an end-to-end method designed for JAT estimation on videos, VideoAttentionTarget [3] a single attention target estimation method used on videos, and Attention Flow [26] an End-to-End Joint Attention Estimation method. Our method produces state-of-the-art results on all datasets in all experiments.

4.2. Comparison with the state-of-the-art
For the most exhaustive comparison, the proposed joint attention target estimation model is evaluated and compared against both single and joint attention target estimation methods. We present our experiments’ quantitative and qualitative results using three aforementioned benchmark datasets.

4.2.1 Qualitative results
The qualitative highlights of the proposed Full and Full-NL methods on three benchmark datasets, GazeFollow, VAT, and VCA, are shown in Figure 4. These examples were selected to demonstrate the efficiency of our method in different scenarios, e.g. in case of occlusion and ground truth ambiguity. Furthermore, we selected cases when the gaze target was not another person in the scene to address the human bias problem. See the detailed discussion on the failure cases of the previous attention target estimation methods in Section 2. of the Supplementary material.

The attention target estimate of our methods is shown in red, the ground truth annotations and the head bounding
dependencies. For less complicated cases, e.g. due to the NL layers’ ability to capture long-range spatial dependencies. This might be highlighted in Table 1 show that in terms of all the evaluation metrics, the proposed Full-NL framework outperformed all the existing methods. Even though our framework is not designed for SAT, 58.20% minimum distance compared to [9] and 37.33% average distance compared to [1] relative improvement was achieved by our method on the GazeFollow dataset.

Here, we present the results of the quantitative evaluation. Note that the evaluation metrics differ for each benchmark dataset. For more details on the datasets and metrics, refer to Section 3 of the Supplementary material. The type of attention target estimation tasks and benchmark datasets organise the results in this section.

SAT estimation on the GazeFollow dataset. The quantitative results on the GazeFollow dataset are shown in Table 1. We compared the performance of our method in the SAT estimation task with the latest methods HGTTR [28], VideoAttention [3], DAM [9], and ESCNet [1] on this image benchmark dataset. Among these, HGTTR, DAM and ESCNet were specifically designed to solve this task and similar to our solution, DAM and ESCNet used partial, relative depth prior information in their method. The results highlighted in Table 1 show that in terms of all the evaluation metrics, the proposed Full-NL framework outperformed all the existing methods. Even though our framework is not designed for SAT, 58.20% minimum distance compared to [9] and 37.33% average distance compared to [1] relative improvement was achieved by our method on the GazeFollow dataset.

Note that the performance of the proposed method with (Full-NL) or without (Full) the additional NL layers is very similar. We found that in the presence of relative depth prior information, the NL layers did not contribute towards the performance significantly.

SAT estimation on the VAT dataset. Furthermore, we compared our solution with the same methods on the SAT estimation on the GazeFollow dataset.
estimation using the VAT video benchmark dataset. The results are shown in Table 2. We compared our performance with the previously mentioned HGTTR [28], VideoAttention [3], DAM [9] and ESCNet [1] methods. Both proposed methods were more efficient at estimating the gaze target than the state-of-the-art methods. We found that Full-NL outperformed the performance of the Full method in terms of both AUC and L2 distance measures. Full-NL improved the AUC score by 4.84 % and the L2 distance by 31.48 %.

**JAT estimation on the VCA dataset.** Finally, the quantitative results on the VCA video benchmark dataset are shown in Table 3. We compared the JAT estimation performance of our method with Fan [8], Sumer [26], VideoAttention [3], and HGTTR [28]. Among these state-of-the-art methods, Fan, Sumer and HGTTR were trained to estimate the attention target location of multiple subjects in the scene. The results showed that the proposed method with and without the NL layers significantly outperformed all the state-of-the-art methods in terms of the L2 distance metric. We were able to reduce the distance error by 71.74 % compared to the result report by [28]. The NL layers proved useful in achieving the best prediction accuracy. Overall, the proposed method achieved state-of-the-art performance in terms of all evaluation metrics on this dataset too.

In summary, the quantitative results confirmed that the JAT estimation method proposed in Section 3 achieved state-of-the-art performance across all the benchmark datasets and their evaluation metrics on the SAT and JAT estimation tasks. Furthermore, the comparison between Full and Full-NL across the datasets shows that the usefulness of the NL layers is context and complexity dependent.

### 4.3. Ablation Study

To study the contribution and effectiveness of different components of the proposed method, we trained several models with different parameters. In this section, we discuss the findings of these experiments on three benchmark datasets.

#### 4.3.1 Spatial model components

We trained the following variations of the proposed full spatial method: Scene only, Scene+depth, Scene+probability map, Scene+depth+probability map, and their variants, including the non-local layers in the encoder. Qualitative highlights are shown in Figure 5. Note that the observations discussed below are accurate for all the benchmark datasets.

Across all the benchmark datasets, we found that the Scene only variant performed the worst compared to the other variants. The heatmaps in the second column of the qualitative highlights figures also confirmed that the predicted output heatmap of this module alone, most of the time, did not overlap with the gaze target area of the image, and it was widespread and not confident. This is because the model was unaware of any subject-specific information; therefore, it relied solely on the scene information to estimate the subject-dependent attention target location.

We also found that when we combined the scene information with the output of the prior depth map of the monocular depth estimator, the performance of the trained Scene+depth models improved slightly. The estimated output heatmaps of these models (See the third column of qualitative figures) were more successful in localising the FOV of the subject. These heatmaps were more confident; however, they often misplaced the gaze target as it was selected before the probability map generation.

The results before the probability map generation.
The proposed 3D FOV probability map contains depth and subject-dependent information. Introducing subject-dependent information into the model significantly improved the performance quantitatively and qualitatively. The output heatmaps of Scene+prob, shown in the fourth column of Figure 5, are concentrated around the correct gaze target location, the location of the maximum of these heatmaps shifted significantly from the predictions of the Scene only and Scene+depth models.

Finally, we can see that explicitly using the prior depth map as an input and not just as a part of the probability map further improved the results. While the improvement was moderate compared to the Scene+prob performance. However, the Scene+depth+prob with (Full-NL) or without (Full) the NL layers proved to be the most efficient in estimating the attention target of single or multiple subjects within the scene.

In summary, the ablation study confirmed that all the modules included in the Full model (Scene+depth+probability map) are useful and contribute to the proposed solution’s performance. We demonstrated that relying only or too much on the scene information is insufficient to estimate the subject’s gaze target location.

### 4.3.2 Gaze direction estimation error

The proposed probability map’s role in the outstanding performance of the proposed method has been demonstrated through the previous experiments. The input of the 3D FOV probability map is the 3D gaze target estimate of the observed subject. To test the robustness of the proposed method against gaze direction prediction errors, we trained two variants of the Full and Full-NL models under extreme error levels.

During this experiment, we generated the 3D FOV probability map using additional random noise added to the subjects’ estimated gaze direction. We chose the noise levels to reflect the average error (± 13.5°) of the state-of-the-art 3D gaze direction estimation method [15] and to reflect the human’s horizontal central vision range (± 30°). We show example probability map variants generated with additional gaze direction error in Figure 6.

While adding NL layers to the proposed method did not improve the performance significantly under moderate gaze estimation error in the previously presented experiments, our results show that the Full-NL models were more robust against the additional noise than the Full models. Furthermore, we found that in the case of the large-scale GazeFollow image dataset (See Table 1) and the VAT video dataset (See Table 2) the proposed model surpassed the performance of the state-of-the-art methods even when we added ± 30° gaze direction estimation error, which is more than double the existing 3D gaze estimators’ average angular error. These results on the SAT estimation task are especially outstanding as the proposed 3D FOV probability map is the most useful in improving the robustness of the attention target estimation when there is more than one subject within the scene.

### 5. Conclusion

In this paper, we proposed a novel joint attention target estimation framework which was developed to fully utilise the 3D clues of the scene efficiently. Following the findings of our preliminary experiments, we aimed to tackle the human bias and physically impossible predictions, which are the major flaws of the previously proposed models. To achieve this, we proposed to combine a novel 3D field-of-view-based joint attention probability map with the scene and depth information. Extensive qualitative and quantitative analysis on three benchmark datasets shows that the proposed method achieved favourable performance compared to both the state-of-the-art single and joint attention target estimation approaches. The demonstrated outstanding performance of the proposed method proved our hypothesis that using 3D clues for the third-person view attention target estimation is advantageous.
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