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Abstract

Image completion is widely used in photo restoration and editing applications, e.g. for object removal. Recently, there has been a surge of research on generating diverse completions for missing regions. However, existing methods require large training sets from a specific domain of interest, and often fail on general-content images. In this paper, we propose a diverse completion method that does not require a training set and can thus treat arbitrary images from any domain. Our internal diverse completion (IDC) approach draws inspiration from recent single-image generative models that are trained on multiple scales of a single image, adapting them to the extreme setting in which only a small portion of the image is available for training. We illustrate the strength of IDC on several datasets, using both user studies and quantitative comparisons.

1. Introduction

Image completion (or inpainting) refers to the problem of filling-in a missing region within an image. This task is of wide applicability in image restoration, editing and manipulation applications (e.g. for object removal), and has thus seen intense research efforts over the years. Since the first inpainting method of Bertalmio et al. [4], image completion techniques have rapidly evolved from methods that locally diffuse information into the missing region [1, 5, 38], to algorithms that copy chunks from other locations within the image [2, 30, 43], and recently, to deep learning approaches that are trained on large external datasets [28, 31, 41, 47].

The transition to externally trained models has enabled the treatment of challenging inpainting settings, like completion of large parts of semantic objects, and diverse inpainting [6, 29, 51, 53], i.e. generating a variety of different completions. However, despite their merits, externally trained methods are limited by the need for very large training sets from the particular domain of interest (e.g. faces [16, 24], bedrooms [46], etc.). Even when trained on more generic datasets, like Places [54] or Imagenet [9], such models are still often limited in the object categories or photographic styles they can handle. An additional limitation of external models is that they cannot be trained on the task of object removal (as opposed to generic inpainting), because this requires pairs of images, one depicting an object over some background, and one depicting only the background behind the object. Such pairs are obviously unavailable in real-world scenarios, but seem to be crucial for successful object removal. Indeed, when generic external inpainting methods are used for object removal, they tend to insert alternative objects instead of filling in the missing region with background. This is illustrated in Fig. 1. In light of those limitations, it is natural to ask whether external training is the only route towards generic diverse completion.

In this paper, we explore the idea of internal diverse completion (IDC). We propose an inpainting method that is capable of generating a plethora of different completions, without being exposed to any external training example \(^1\). IDC can be applied to images from any domain and is not constrained to particular image dimensions, aspect ratios, or mask shapes and locations. The reliance on internal learning, obviously limits IDC in its ability to complete large parts of semantic objects (e.g. parts of a face or an animal). However, in object removal scenarios, this is typically not required. We illustrate that in such cases, IDC performs at least on par with externally trained models when applied to images from the domain on which they were trained, while it can also be successfully applied to other domains. One representative within-domain example is shown in Fig. 1, where the external DSI [29], ICT [40], and CoMod-GAN [52] models do not provide plausible completions. This is while IDC manages to generate diverse photo-realistic completions for the grass. Completion examples for other domains are shown in Fig. 2.

We make use of recent progress in single-image generative models. Particularly, we adopt the framework of SinGAN [33], which is a multi-scale patch-GAN model that can be trained on a single natural image. However, our problem is more challenging than that treated in [33] because (i) only a small part of the image is available for training, especially at the coarser scales, and (ii) the generated

\(^1\)Code is available at: https://github.com/NoaAlkobi/IDC
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We introduce a new single image GAN model targeted for the task of image completion. Our model is trained on a single image with a missing region, and then suggests diverse completions based on only the internal statistics of the image to be inpainted itself. In the context of object removal, externally trained models are often unsuitable, as they attempt to insert alternative objects in the missing region (similar failures occur with DSI and ICT models trained on Places; see supplementary).

2. Related work

Internal inpainting Internal completion methods rely solely on the information within the image to be inpainted. Methods in this category include diffusion-based approaches [1, 3, 17, 38] and patch-based algorithms [2, 5, 8, 10, 30, 35, 43]. Recently, it was shown that internal inpainting can also be achieved by overfitting a deep neural network (DNN) to the input image [39]. However, despite the inherent ambiguity in the inpainting task, all internal methods to date are designed to output only a single completion. Here, we introduce an internal completion method that can generate diverse completion suggestions.

External inpainting A dramatic leap in the ability to complete semantic contents, was achieved by transitioning to DNNs trained on large datasets. Example approaches include GAN based techniques [14, 19, 45] and encoder-decoder frameworks [21, 22, 28]. Progress in this route has been driven by the developments of various mechanisms, including gated, partial and fast Fourier convolutions [20, 36, 48], multi-scale architectures [31, 44], edge map representations [27, 32, 42] and contextual attention [47]. All these methods require large training sets, and like their internal counterparts, output a single solution. By contrast, our method is trained only on the masked input image and generates diverse completions.

Diverse external inpainting Several recent works developed diverse inpainting methods based on VAEs [29, 51, 53], GANs [7, 23, 52], transformers [40, 49], and diffusion models [34]. These methods work well on inputs resembling their training data (in content and mask shapes). However, their performance degrades on out-of-distribution inputs. Our method does not require a training set and is thus not restricted to specific types of images or masks.

3. Method

We are given a masked image

\[ y = x \odot (1 - m), \]

where \( x \) is the original (non-masked) image, \( m \) is a binary mask containing 1’s in the masked regions and 0’s elsewhere, and \( \odot \) denotes per-pixel product. Our goal is to randomly generate estimates \( \hat{x} \) of \( x \) that satisfy two properties: (i) each \( \hat{x} \) matches \( x \) in the non-masked regions, and (ii) the distribution of patches within \( \hat{x} \) is similar to that of the non-masked patches of \( y \).

Our approach is inspired by SinGAN [33], which is a multi-scale patch-GAN architecture that can be trained on a single image. Specifically, our goal is to train a model that captures the distribution of small patches within the valid regions of \( y \), at multiple scales, and then use this model to generate content within the masked region. To this end, we construct pyramids \( \{y_0, \ldots, y_N\} \) and \( \{m_0, \ldots, m_N\} \), from...
the input image \( y \) and the binary mask \( m \), where \( y_0 = y \), \( m_0 = m \), and the scale factor between consecutive levels is \( \alpha \). Using these images, we train a pyramid of GANs, as shown in Fig. 3. Specifically, in each pyramid level \( n \), we train a generator \( G_n \) against a patch discriminator \( D_n \) [15, 18]. The generator consumes a white Gaussian noise map, \( z_n \), having the same dimensions as the input image at that scale, as well as an up-sampled version of the fake image generated by the previous scale (the coarsest scale accepts only noise), and it outputs a fake image \( \tilde{x}_n \). The discriminator \( D_n \) is presented either with the fake image \( \tilde{x}_n \) or the masked image \( y_n \) (or a processed version of \( y_n \), see Sec. 3.1), and attempts to classify each of the overlapping (valid) patches of its input as real or fake. Thus, its output is a discrimination map.

All the generators and discriminators comprise five convolutional blocks consisting of conv-BN-LeakyReLU. Therefore, each GAN in the pyramid captures the distribution of \( 11 \times 11 \) patches (the networks’ receptive field). At the coarser scales, these patches cover large structures relative to the image dimensions, whereas the finer scales capture smaller structures and textures.

### 3.1. Training

Training is done sequentially from the coarsest scale to the finest one. Each scale is trained individually, while keeping the generators of all coarser scales fixed. We optimize an objective function comprising an adversarial loss and a reconstruction loss.

For the adversarial term, we use the Wasserstein GAN loss, together with gradient penalty [11]. For this loss, the discrimination score for the masked image \( y_n \) is computed by masking the elements of the discrimination map that correspond to patches containing invalid (masked) pixels, while computing the BN statistics in each layer only over features that are not affected by invalid input pixels (see SM for the importance of BN masking). Note that when computing the discrimination score for a fake image \( \tilde{x} \), there are no invalid pixels to ignore.

The goal of the reconstruction loss is to guarantee that there is a fixed input noise \( z_{rec}^n \), which is mapped to an image that equals \( y_n \) at the valid regions. Therefore, we take this loss to be the MSE between \( G_n(z_{rec}^n) \odot (1 - \tilde{m}_n) \) and \( y_n \odot (1 - \tilde{m}_n) \), where \( \tilde{m}_n \) is a soft version of \( m_n \), whose boundaries gradually transition from 0 to 1. The reconstruction loss stabilizes training, and is also crucial for generating our completions at inference time (see Sec. 3.2 below).

Ideally, we would want all GANs in the pyramid to directly learn only from the valid patches in \( y_n \) (those not containing masked pixels), as described above. However, when the masked region is large, there often do not exist sufficiently many valid patches for stably training a GAN, especially at the coarse scales. This is illustrated in Fig. 4, where only patches whose center pixel is outside the black region, can be used for training. We, therefore, treat the coarse scales differently from the fine ones.

**Coarse scales** Let \( i \) be the finest scale in which less than 40% of the patches are valid. In all scales belonging to \( \{i, \ldots, N\} \), we do not perform masking in the discrimina-
Figure 3. Architecture. Our model is composed of a pyramid of GANs, which we train sequentially from coarse to fine. Each generator consumes a noise map and the upsampled version of the image generated by the preceding scale, and it outputs a fake image. Each discriminator learns to distinguish generated images from the real one. At coarse scales, the real image presented to the discriminator is a naively inpainted version of the masked image. At fine scales, the real image is the masked image itself, and the discriminator ignores the missing region.

Instead, we use a naively inpainted version of the input as our real image, which we obtain using an internal technique. This naive inpainting solution is generated at scale $i$ and down-sampled to yield the real image at all coarser scales (see Fig. 3). Specifically, to obtain a naive completion, we adopt the deep image prior (DIP) method [39], and modify it to ensure color consistency (see SM for the importance of the modification). Specifically, we train a light-weight U-Net model that maps a fixed input (random noise) into an inpainted image. This is done by minimizing two loss terms: (i) MSE between the image $y_i$ and the U-Net’s output over the valid pixels, and (ii) MSE between each pixel in the inpainted region, and its nearest neighbor (in terms of RGB values) among the valid pixels in $y_i$. The latter term serves as an approximation to the KL divergence between the distributions of RGB values in the inpainted pixels and in the valid pixels [25]. Finally, we stitch the naively inpainted region with the valid image regions. Examples of naively inpainted solution and ablation of the method components are provided in the SM.

3.2. Inference

Once the model is trained, our goal is to generate only the missing region. Thus, instead of sampling full noise maps (as done during training), we construct noise maps containing $z_{rec}^n$ at all elements affecting the valid regions, and new noise samples $z_n$ at the rest of the elements. Note that each element of the noise map affects a region of the size of the receptive field in the generated output. Therefore, the new noise samples are generated only within an eroded version of the mask (by half a receptive field), so that the noise map is constructed as $z_{test}^n = z_{rec}^n \odot (1 - \text{erode}(m_n)) + z_n \odot \text{erode}(m_n)$. This is illustrated in Fig. 5. The final completion result is achieved by merging the generated inpainted region with the input image outside the mask. Since we want the fusion to be smooth, for this stage we use a soft version of the mask, obtained by convolving it with a Gaussian kernel with $\sigma = 5$.

4. Experiments

We now evaluate the performance of our method, qualitatively and quantitatively, and compare it to existing baselines. We focus on two scenarios: object removal and generic inpainting. In the former, which is commonly encountered in real applications, the goal is to edit an image so as to cut out a whole semantic object. In the latter, which is the focus of many papers, the goal is to treat arbitrary masks
We want the discriminator to classify only patches not containing missing pixels and thus dilate the mask (yellow) by half a receptive field. At coarse scales, the number of valid patches is insufficient for training. Therefore, at the coarse scales, we perform naive inpainting rather than masking.

Figure 5. **Inference.** (a) At inference time, we sample \( z_n \) inside the mask and use \( z_n^{rec} \) outside the mask. The combined noise map is injected to the generator together with the up-sampled fake image from the previous scale. (b) The noise \( z_n \) is sampled only within regions that do not affect the valid part of the image. This requires eroding the mask (yellow) by half a receptive field.

(not necessarily covering a whole object). As we show, our approach performs at least comparable to the baselines, especially in the task of object removal. This is despite the fact that it has access only the masked image.

### 4.1. Object removal

The common practice in evaluating generic inpainting methods is to randomly mask regions within images (say from Places [54] or ImageNet [9]) and use the non-masked images as ground-truth. However, this does not simulate well the object removal task, as it results in cutting out of parts of semantic objects. To simulate the object removal task, here we use the Part-Imagenet [12] dataset, which contains images of single objects, along with their corresponding segmentation maps. We use the segmentation map as our mask.

**Qualitative comparisons** Figure 6 shows completion results generated by our method as well as other inpainting techniques: the non-diverse external methods CA [47] and LAMA [36], the diverse external methods DSI [29], PIC [53], ICT [40] and CoMod-GAN [52], and the non-diverse internal methods Shift-Map [30], Patch-Match [2] and DIP [39]. We use ImageNet models where available (PIC, DSI, and ICT). See SM for comparisons with other models and methods. As can be seen, externally trained methods sometimes generate an object in the missing region, which is undesired in an object-removal setting. Patch-Match and DIP often generate blurry completions. Shift-map fills the missing pixels by copying information from other parts of the image and therefore leads to more realistic results, however it does not offer diverse solutions. Our method generates plausible completions, and suggests diverse solutions (Fig. 7). Note that our method is trained on very limited information (only the non-masked pixels within the image). Yet, it manages to produce diverse completions that are at least comparable in visual quality to diverse external methods.

**Human perceptual study** We quantify the realism of our results using a user study performed through the Amazon Mechanical Turk platform. We randomly chose 50 images from the Part-Imagenet dataset and conducted 13 surveys, each comparing our method with a different baseline. All images participating in the studies appear in the SM. In each study, we included 50 questions: 5 tutorial trials (with a clear correct answer and feedback to the users) and 45 test questions. Each question displayed the original image, the masked image, and two possible completions: one of our method and one of the competing method. Users were asked to choose which completion they prefer. In total, 50 workers participated in each study. The results are shown in Fig. 8.

For the DIP algorithm, we used both the original implementation, which runs for a fixed number of iterations, and an optimized variant that selects the result with the lowest loss along the algorithm’s iterations. As can be seen, users tend to prefer our completions over other internal methods (ranking IDC as better than DIP and Patch-Match and comparable to Shift-Map). IDC is also ranked at least on par with most external methods, except for the recent LAMA and CoMod-GAN methods. This is while our method has the advantage of being applicable also to other domains.

**Quantitative evaluation** We complement the user study with further quantitative evaluation. Since no ground truth is available in the object removal task (i.e. we do not have images of the background behind the object), measures like PSNR and FID, which require reference images, cannot be used. We therefore use two common no-reference metrics: the naturalness image quality evaluator (NIQE) [26] and the neural image assessment (NIMA) measure [37]. Results are presented in Tab. 1. As can be seen, in terms of NIQE...
Figure 6. **Qualitative comparison.** Our method is at least comparable to baselines in terms of visual quality, while being the only diverse method that is applicable to arbitrary domains. See SM for completions with other models.

Figure 7. **Internal vs. external diverse completion.** External methods complete the missing region according to the distribution of their training set (we use ImageNet models in the 1st example when available, and Places models in the 2nd). This may result in undesirable effects in the task of object removal.
Human perceptual studies. We report user preferences for our completions over competing baselines on Part-Imagenet (bootstrap is used for calculating standard deviation). We compare to external models trained on Places dataset and, when available, also to models trained on ImageNet. As can be seen, our method is ranked by users as comparable or better than most baselines, while it is the only diverse technique that is applicable to arbitrary domains (being internally trained).

Table 1. Quantitative evaluation. We quantify visual quality and semantic diversity on the Part-Imagenet dataset. In external methods, we refer to Places models, and when available, also to ImageNet models. In terms of NIQE (lower is better), our method is ranked as better than all internal methods and slightly inferior to external methods (though this does not always align with users’ preferences; see Fig. 8). In terms of NIMA (higher is better), our method is ranked as better than DIP, PIC, CoMod-GAN and DSI (Places model) and comparable to all other methods. The semantic diversity achieved by our method is similar to that of CoMod-GAN and somewhat lower than other external diverse inpainting approaches.

(lower is better) our method is better than other internal methods and slightly inferior to external methods, though this does not always align with users’ preferences as can be seen in Fig 8. In terms of NIMA (higher is better) our method is ranked as better than DIP, PIC, CoMod-GAN and DSI (Places model) and on par with all other baselines. The semantic diversity achieved by our method is similar to that of CoMod-GAN and somewhat lower than other external diverse inpainting approaches.

Diversity We also quantify the semantic diversity among the different completions of each method, using the learned perceptual image patch similarity (LPIPS) measure [50]. For each input image, we generate 20 pairs of diverse completions, and calculate the average LPIPS score between all pairs over all images. The results are reported in Tab. 1. As can be seen, our semantic diversity is a bit lower than most external methods. That is, the different completions we generate are not interpreted by a classification network as having very different semantic meanings. However, note that higher semantic diversity is often indicative of insertion of new objects into the missing region, which is not desired in an object completion task (see e.g. Fig. 6 and Fig. 7). In any case, it is possible to control the diversity in IDC either by adjusting the noise levels (which has a small effect), or by adjusting the kernel used to erode the mask in each scale. We elaborate on these mechanisms in the SM.
Figure 9. **Qualitative comparison for arbitrary mask completion.** We compare completions of a centered square of size $85 \times 85$ pixels. Shift-Map generates a completion with apparent boundaries, and DIP (both variants) and Patch-Match produce blurry outputs. In this specific scenery photo, our method performs at least on par with the external methods.

![Image with completions for arbitrary mask completion]

Table 2. **Quantitative evaluation.** We quantify visual quality and semantic diversity on the Places validation dataset. Our results are slightly inferior to external methods, which were trained specifically on this dataset, but are better than the optimized DIP (which outperforms the original DIP in all scores) and comparable to Shift-Map and Patch-Match.

<table>
<thead>
<tr>
<th>Missing part</th>
<th>$85 \times 85$ centralized square</th>
<th>$128 \times 128$ centralized square</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FID↓</td>
<td>NIQE↓</td>
</tr>
<tr>
<td>Non-Diverse</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA</td>
<td>42.36</td>
<td>4.35</td>
</tr>
<tr>
<td>LAMA</td>
<td>29.05</td>
<td>4.58</td>
</tr>
<tr>
<td>External</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSI</td>
<td>38.01</td>
<td>4.57</td>
</tr>
<tr>
<td>PIC</td>
<td>42.86</td>
<td>4.35</td>
</tr>
<tr>
<td>ICT</td>
<td>36.37</td>
<td>4.25</td>
</tr>
<tr>
<td>CoMod-GAN</td>
<td>69.44</td>
<td>4.13</td>
</tr>
<tr>
<td>Diverse</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shift-Map</td>
<td>45.26</td>
<td>4.34</td>
</tr>
<tr>
<td>Non-Diverse</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIP optimized</td>
<td>85.97</td>
<td>5.80</td>
</tr>
<tr>
<td>Internal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diverse</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDC (Ours)</td>
<td>49.9</td>
<td>4.56</td>
</tr>
</tbody>
</table>

4.2. Generic inpainting

Although our main goal is object removal, we now provide comparisons to baselines on the task of generic inpainting (*i.e.* inpainting with arbitrary masks). In this setting, the mask may occlude parts of semantic objects, which internal methods cannot complete (see SM). However, as we now show, the performance of our method is usually rather close to externally trained models, even on such tasks. Here we use the Places validation dataset [54], with a missing region of a centralized square of size $85 \times 85$ or $128 \times 128$. In this setting, since we have ground truth images, we calculate The Fréchet Inception Distance (FID) [13] in addition to NIQE and NIMA. Results are presented in Tab. 2. As can be seen, for both mask sizes, our method achieves a better FID score than DIP and is comparable to Shift-Map and Patch-Match. Note, however, that Shift-map often generates recognizable transitions at boundaries of the inpainted region, which FID does not capture and that the completions of Patch-Match are often blurrier (see Fig. 9). Our results are only slightly inferior to external methods, despite the fact that they were trained on thousands of images from this specific dataset.

5. Conclusions

We presented a method for diverse image completion, which does not require a training set. Since our model is trained only on the non-masked regions within the particular image the user wishes to edit, it is not constrained to any specific image domain or mask location or shape. Our approach can present to the user a variety of different completions with controllable diversity levels. Extensive experiments show that our method is at least comparable to (and sometimes even better than) externally trained models in the task of object removal. Furthermore, for completion of arbitrary regions, which may include parts of semantic objects, our method performs nearly as good as external methods.
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