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(a) (b)

Predicted object:  ‘clock’
Predicted relationship: ‘near’
Connected object: ‘wall’

(c) (d) (e) (f)

Figure 1. (a) shows the masked image as input with an object completely absent. Our approach generates visually plausible result with
the new object inserted, in this case a clock, as shown in (b). It involves predicting object for the missing region (‘clock’) and the most
probable relationship (‘near’) with an existing object (‘wall’), shown in (c), is cast into a text-prompt into the stable diffusion model for
image inpainting [23]. The same object generation by Qiu et al. [22] is shown in (d). State-of-the-art inpainting approach [34] fills the
masked region with background texture thereby completely removing the target object, as depicted in (e). The ground truth image is shown
in (f).

Abstract

Scene editing methods are undergoing a revolution,
driven by text-to-image synthesis methods. Applications in
media content generation have benefited from a careful set
of engineered text prompts, that have been arrived at by the
artists by trial and error. There is a growing need to bet-
ter model prompt generation, for it to be useful for a broad
range of consumer-grade applications. We propose a novel
method for text prompt generation for the explicit purpose of
consumer-grade image inpainting, i.e. insertion of new ob-
jects into missing regions in an image. Our approach lever-
ages existing inter-object relationships to generate plausi-
ble textual descriptions for the missing object, that can then
be used with any text-to-image generator. Given an image
and a location where a new object is to be inserted, our
approach first converts the given image to an intermediate
scene graph. Then, we use graph convolutional networks to
‘expand’ the scene graph by predicting the identity and re-
lationships of the new object to be inserted, with respect to
the existing objects in the scene. The output of the expanded
scene graph is cast into a textual description, which is then
processed by a text-to-image generator, conditioned on the
given image, to produce the final inpainted image. We con-

duct extensive experiments on the Visual Genome dataset,
and show through qualitative and quantitative metrics that
our method is superior to other methods.

1. Introduction
As AI driven content creation and content editing con-

tinues to go mainstream [15], a much needed functionality
for end-users is the ability to insert new and realistic ob-
jects in a scene. Such approaches can enable new ways for
content creation for augmented and virtual reality applica-
tions, as well as creating robust models for deploying field
robotics [29]. The classical approach for new object inser-
tion is to use the full knowledge of the 3D geometry of the
scene, ambient lighting, shape and surface reflectance of the
object, and render a new scene with this information. This is
still the common workflow in current augmented reality ap-
plications. Such methods have been found limited in quality
and speed due to the need to estimate all physical variables.

In the data-driven paradigm, the common approach for
object insertion is broadly referred to as inpainting, which
works by filling missing pixels in a region such that there
is blending of the new content in the given scene con-
text. Inpainting has a rich and long history, ranging from
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methods such as diffusion-based [2, 30], model-based tex-
ture synthesis [6,19], pyramidal/multiscale methods [7,13],
and inverse-problem frameworks [4, 18]. Data driven deep
learning approaches have been used to revisit the prob-
lem, resulting in breakthroughs in visual quality using fewer
assumptions on image smoothness, object geometries, or
other prior knowledge. Specific methods have included
convolutional methods [9, 16, 32] and GAN-based meth-
ods [20, 31]. These methods work well for filling in holes
with textures, small objects, or complete the interiors of ob-
jects with visible boundaries, but lack ability to introduce
new and fully detailed objects with large pixel ‘footprint’.

As an alternate, newer approaches have shown how to
train an end-to-end neural framework for inserting instances
of specified object classes using methods such as semantic
layout editing [14]. Yet, it is not clear how new objects can
be ‘hallucinated’ under these frameworks when their classes
are not explicitly specified. There is a newly emergent class
of approaches, that can be referred to as ‘hallucinating’ ap-
proaches [12, 22], that allow one to insert ‘plausible’ ob-
jects, without specifying object classes manually, with high
quality detail and large pixel footprint, yet not be limited by
lack of 3D geometry, reflectance, and lighting estimation.
These approaches use semantic information such as seman-
tic label maps, object co-occurrence and scene-graphs, as
well as image-features to learn high quality image synthe-
sis. Qiu et al. [22] proposed a novel paradigm of image
inpainting by expressing the image in the form of a scene
graph, and casting the problem of image inpainting as one
of finding, or adding, the node corresponding to the miss-
ing object. While the method is successful in adding new
objects, the accuracy of the object class predicted at the
missing region is far from desired. This, we believe is due
to the limited scope of scene graphs that is used. Specif-
ically, the scene graph involves only the object nodes, but
the relationships between objects are completely ignored.
Expanding such a graph can lead to erroneous class label
or node prediction, and affects the quality of the inpainted
image. In our approach, we utilize a richer representation
of scene graphs defined by not only the object nodes but
also the relationships between them defined by the edges
of the scene graph. We cast the problem of expanding the
scene graph as one of identifying the object class for the
missing node, while simultaneously predicting the relation-
ship classes between the missing node and the other existing
nodes. We show that this richer representation of the scene
graph allows us to predict the class for the missing object
more accurately than [22], provide the object class for the
missing object as well its relationship with other existing
classes. While [22] uses the predicted features and the se-
mantic label to hallucinate the object using a GAN-based
architecture, we rely on the more superior stable diffusion
model [23] that uses rich text prompts generated from pre-

dicted object and its relationships conditioned on the im-
age. To this end, we obtain highly descriptive text prompts
by casting the class label of the missing object, the high-
est probability relationship of the missing object as esti-
mated by our approach and the corresponding existing ob-
ject. Further our approach involves conditioning on these
text prompts and the masked image to yield an inpainted
image with a novel object inserted.

The main contribution and findings our work are sum-
marized below.

• We propose image inpainting through object insertion
as a three-stage modular process: a) scene graph ex-
pansion, b) object hallucination based on expanded
scene graph, c) final image generation based on a text
prompt obtained through the scene graph expansion
and the masked image.

• We propose to find the object label of the missing
node and its relationship with the other existing nodes
through a scene graph expansion problem, that is
solved using a graph convolution network. The graph
expansion results in a semantic label, associated fea-
tures for the plausible object and corresponding rela-
tionships of the predicted object with other objects in
the scene which are used to generate text prompts.

• Our approach results in high quality object insertion as
measured both by full image-level quality metrics as
well as object-level quality metrics. We find through
quantitative metrics like FID and IS, and human evalu-
ation studies on the Visual Genome dataset, that our
approach performs better than all baselines, includ-
ing traditional image inpainting, when quality is mea-
sured tightly at the object-level, and compares favor-
ably when quality is measured at the full image-level.

2. Related Work

Traditional inpainting methods can be categorized into
diffusion-based [2, 30] and patch-based methods [1, 3, 5].
Diffusion-based methods consider the neighborhood of a
missing region to synthesize new textures for the miss-
ing region, usually solved by differential equations that en-
code some type of smoothness in shape and texture. These
methods specially fall short in incorporating high-level im-
age semantic understanding, limiting their ability to gen-
erate appropriate object parts when large patches need to
be filled in. On the other hand, patch-based methods find
a matching patch in the rest of the image to fill in the
missing patch. However, these methods require extensive
computation to calculate the similarity between patches.
Context Encoders [20] represent a breakthrough in this
area, and generate images conditioned on the image-context
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by embedding the image with a center patch into a low-
dimensional feature space. Decoding from the feature space
then generates the required patch. Post-process is then used
to propagate texture information to fill in the missing patch.

Recently, VAEs and GANs have been used extensively
for image inpainting. Several GAN based approaches have
been developed to generate object instances. Yu et al.
[33] develop contextual attention operation to utilize fea-
ture patches from distant areas of the image to generate
pixels in the missing region. Zhang et al. [35] developed
cascaded generators to progressively fill in the image. The
method most closely related to our work is the work of Qiu
et al. [22]. This approach trains an end-to-end network us-
ing a graph convolutional network (GCN) and GANs. The
approach first transforms an image to a semantic graph that
is an input to a GCN to predict the semantic information that
is used by GAN to generate the missing object, even when
the object is in total absentia. However, our method uses a
richer representation of scene graphs that enables it to out-
put both the missing object label as well as it’s relationship
with other objects - that is then cast into a text-prompt to sta-
ble diffusion model to generate the inpainted image. Works
like Maheshwari et al. [17] exploit the structure in scene
graphs to produce image embeddings useful for semantic
image retrieval. Other related approaches include the work
of Lee et al. [14] which uses an end-to-end trainable neural
network that samples from the joint distribution of object
shape and location conditioned on a semantic label map for
inserting an object mask. Suin et al. [26] proposed a distil-
lation based network training to improve image inpainting.
Several other approaches make use of both intra-image in-
formation and learning from large datasets to improve scene
authenticity and continuity.

3. Proposed Methodology
The end result we aim for is that, while filling the miss-

ing region, we want a fully fleshed out new object to be
hallucinated, that also fits in the global context of the im-
age. We are not seeking to fill in regions with similar pixels
or similar patches from neighbouring regions in the image.
This goal motivates our three stage approach described in
detail in this section.

3.1. Scene Graph Expansion: Stages 1 and 2

Stage 1: To introduce objects that are not present in the
input image, we first need an image representation that al-
lows us to insert new objects at a semantic level. To this end,
we propose to represent the given masked image as a scene
graph. In [22], the scene graph is constructed as a complete
graph ignoring the semantic relationship between different
objects. Unlike [22], the scene-graph representation that we
obtain is much richer, where in addition to the objects de-
fined by nodes in the graph, we have semantic relationships

between objects that are defined by edges between the nodes
in the graph. Specifically, for the input image I, we ob-
tain the corresponding scene graph, G that is represented by
G = (V,E) - a set of vertices V ⊆ V and directed, labeled
edges E ⊆ {(u, e, v) |u, v ∈ V, u ̸= v, e ∈ E} that con-
nect pairs of objects in V . Here, V is the set of distinct ob-
jects found in image and E is the set of unique relationships.
Essentially, G is made of < subject, predicate, object >
triples such as < cat, on, bed > or < man, driving, car >
where objects such as ‘cat’, ‘bed’, ‘man’, ‘car’ are exam-
ples for object nodes ∈ V and ‘on’, ‘driving’ ∈ E are ex-
amples for relationships connecting the nodes. To obtain
the scene graph as described above, we use an off-the-shelf,
state-of-the-art method for scene graph generation [28]. In
addition, we train an autoencoder to represent the image.
The loss function for training the autoencoder is given by
LAE = 1

N

∑N
i=1 ∥Ig − It∥22, where Ig is the ground-truth

image and It is the output from the autoencoder.

We obtain global feature of dimension 1024 for the im-
age by tapping into an intermediate layer of the autoencoder
and then downsize it to 300 dimensions using a fully con-
nected network. We create two additional nodes, one that
encodes the image-level global feature and the other one
corresponds to the missing object. Both these nodes are
connected to every other node in the scene graph, G to ob-
tain the initial expanded graph G1. To obtain the feature
representation of dimension 300 for a particular node, we
simply convert the text string corresponding to the semantic
label of an object using GloVe embedding [21]. Similarly,
to obtain the feature representation of an edge, we obtain
the GloVe embeddings for every word in the triple corre-
sponding to the relationship defining the edge and take the
average of them. Thus, every edge in the scene graph is rep-
resented by a feature dimension of 300. Compared to one-
hot encoding, GloVe embeddings provide better representa-
tion because they can handle inter-class distance better, i.e.,
some class labels are semantically closer than others.

Stage 2: The goal of this stage is to expand the scene
graph in such a way that we obtain the object feature for
the missing node as well as compute the relationships of the
missing node with the other existing nodes. To this end, we
propose to use a graph convolutional network (GCN) [10]
that takes in the initial expanded scene graph G1 to obtain
the final expanded scene graph Ge defined by features for
every node and every relationship. Every layer of GCN per-
forms message aggregation by passing information along
the edges of the graph, and learns updated features for all
nodes and edges. We have an object classifier head on top
of the features of the missing node that outputs a probabil-
ity score vector over the possible object classes and is com-
pared with the one-hot vector for the missing object class
using the cross-entropy loss. Similarly, we have a relation-
ship classifier head on top of the features of the outgoing
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Figure 2. Overview of the proposed framework consisting of an autoencoder to derive global features, a GCN module to predict missing
object and its relationships by scene graph expansion, that are cast into to a simple text prompt (‘cup near the glass on table’) generation
that is used with a diffusion model as condition for image completion.

edges from the missing node. Each output of the relation-
ship classifier head corresponds to one particular edge and
computes a probability distribution over the possible rela-
tionship classes. To identify those edges that are not re-
quired, we simply include an additional class called ‘back-
ground’. Thus, the GCN is trained with the following loss
function:

LGCN =
1

N

N∑
i=1

CE(Ho(f(xi)), oi)

+
1

N

N∑
i=1

Ri∑
j=1

CE(Hr(gj(xi)), rij),

(1)

where xi is the embedding of the ith image in G1, f is
the series of the graph convolutional layers that operate on
the graph, oi is the one-hot representation for the ground-
truth object class of the missing object, rij is the one-hot
representation for the ground-truth relationship class for the
jth edge in the ith image. Hr and Ho are the multi-layer
perceptrons defining the relationship and the object head re-
spectively, while CE is the cross-entropy loss function.

3.2. Text Prompt and Image Generator: Stage 3

The stage 2 provides us the object class of the predicted
object, Op along with the probability scores over all possi-
ble relationships with all existing objects in the image. We
choose the relationship, Rpe that has the highest probabil-
ity score among all the relationships predicted by H and the
corresponding existing object, Oe. Further, we construct
a text prompt given by T = {Op, Rpe, Oe}. The masked
input image and the text prompt, T are fed into a stable dif-
fusion model [23] for image inpainting that is conditioned
on the image and the text prompt to produce an inpainted
image as desired.

4. Experiment Setup and Results

4.1. Dataset Preparation

We use the Visual Genome [11] dataset, that has scene
graph annotations for every image, and preprocess the
dataset in two steps in order to make the scene-graph ex-
pansion task feasible. In the first step, in every scene graph,
we only retain the nodes corresponding to object classes
that occur at least 2000 times across the entire dataset. If a
node is removed, we remove all the edges connected to that
particular node. Next, we only retain the edges that cor-
respond to relationship types that occur at least 500 times
across the entire dataset. This helps us trim down the vo-
cabulary and remove infrequently occurring object classes
and relationship types. In the second step, we only retain
the images that have at least 3 object instances, and at least
one relationship. From the remaining images and their as-
sociated scene graphs (after trimming the vocabulary), we
create two datasets, VG-9 and VG-20 and conduct our ex-
periments on them. We look at the most occurring 9 object
classes (out of all possible thing classes, i.e., excluding stuff
classes like ‘sky’), and constrain the inpainting task or scene
graph expansion task of assigning the missing object to one
of these 9 classes. This leads to a dataset that we call VG-9,
of around 14k images where the missing object is of one of
these classes. Similarly, we create another dataset for the
20 most frequent object classes, of around 86k images. In
all experiments, we use 70% of the images for training and
validation, and the remaining 30% for testing.
VG-9: VG-9 dataset consists of 14.36K images for train-
ing and 3.73K images for validation. Each image has one
object missing corresponding to one of 9 classes. Follow-
ing are the 9 classes: bottle, clock, bowl, kite, cup, apple,
backpack, doughnut, keyboard.
VG-20: VG-20 dataset consists of 86.32K images for train-
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ing and 22.99K images for validation. Each image has one
object missing corresponding to one of 20 classes. Follow-
ing are the 20 classes: man, sign, car, table, chair, boat,
bottle, umbrella, bag, train, airplane, clock, kite, bird, dog,
horse, bus, glass, sheep, elephant.

4.2. Network Details and Hyperparameters

Stage-1 training details: In stage 1, we train the Mask-
RCNN model on our training set that takes the masked im-
ages as input. For each detected object, we construct a
1028-dimension feature vector that encodes both the seman-
tic and spatial information. Features in first 1024 dimen-
sions are taken directly from Mask-RCNN to account for
the semantics, while features in the last four dimension are
the upper-left and lower-right coordinates of the detected
bounding box that accounts for the spatial information of
the object. This 1028-dimensional feature vector is further
fed to the Stage 2 after projecting to 300 dimension. We
train the autoencoder network with learning rate of 1e − 3
for 100 epochs with a batch size of 64. We extract the first
1024-dimension feature from the Autoencoder as the global
feature of the masked image and pass to Stage 2.

Stage-2 training details: For the stage 2 module, we
train the GCN with image level features obtained from stage
1 and the constituent word embeddings of all relationships
(edges) and objects (nodes) in the graph as input. We train
this stage for 100 epochs with a batch-size of 32 with differ-
ent learning rates. We get the best results at a learning rate
of 3e−4 for VG-9 dataset and 1e−4 for VG-20. The miss-
ing object node is initialized with a 1028-dimension vector
with first 1024 dimensions as the Gaussian noise and the
last four dimension as the top-left and bottom-right coor-
dinates of the masked object. The input embedding size is
1028 and the output embeddings are of 1024 dimension.

Baseline methods: For comparison we use three base-
lines: HVITA [22], DeepFillv2 [33] and CR-Fill [34].
HVITA [22] model is very close to ours; it also uses graph
neural network to insert the object. The other two mod-
els are deep learning-based image inpainting methods. For
HVITA [22] we contacted the authors for the official im-
plementation but were not able to obtain a favourable re-
sponse. We did our own implementation in PyTorch based
on the details provided in the paper. We use the same train-
ing hyper-parameters for HVITA [22] as we used in our pro-
posed method. We use the official code and training hyper-
parameters recommended by the respective authors for the
traditional image inpainting baselines.

4.3. Qualitative Results

In Fig 3, we show visual results for object generation
in natural images by comparing our method with three
baseline methods: HVITA [22], DeepFillv2 [33] and CR-
Fill [34]. Column 1 in figure shows the images with

masked instances provided as input to the different meth-
ods. Columns 2 shows the ground truth images for compari-
son. Column 3 and 4 present the images generated by Deep-
Fillv2 and CR-Fill respectively. It can be seen from column
3 and 4 that the generated images do not visually represent
the ground truth object correctly. This can be attributed to
the fact that traditional inpainting methods attempt at filling
the masked region with pixels from the neighbourhood and
are incapable of generating semantically rich representation
of different objects in natural images. In columns 5 and 6,
we show the images generated by HVITA and our method
respectively. It can be seen that our method produces vi-
sually plausible objects with smoother and precise shapes
as compared to the baseline methods. Similarly, in Fig 4,
we show the synthesized objects in natural scenes from Vi-
sual Genome dataset for HVITA baseline and our method.
Columns 1, 2 and 3 present the masked image, ground truth
image and the ground truth object respectively. In columns
4 and 5, we depict the generated object in the natural image
and the generated object by baseline method respectively. It
can be observed from columns 4 and 5 that the generated
objects belongs to different class from the ground truth ob-
jects. For example, in row 1, the ground truth object is a
‘kite’ while the generated object by the baseline method is
a ‘clock’. This shows that the GCN module of the baseline
method predicted incorrect class for these objects. Simi-
larly, columns 6 and 7 present the synthesized image and
the corresponding generated object by our method respec-
tively. As seen from the figure, the generated object by our
method closely resembles the ground truth object. This sim-
ple comparison shows the potential of our method in gener-
ating visually plausible and contextually correct objects in
natural images.

4.4. User Study

To assess the quality of our generation and to compare
it with HVITA [22], we conduct an experiment on Ama-
zon Mechanical Turk where human workers evaluated the
visual quality of object insertion in images. Within each an-
notation, we send the worker a randomly selected quadru-
plet: original image, masked object image, generated im-
age by our method and generated image by the baseline
method. We asked the worker to choose between the two
generated images the better representative of original im-
age, and which of the two generated objects better fits the
scene. The results of the user study are provided in the sup-
plementary material.

4.5. Quantitative Results

Object Class Prediction: We compare our method to
HVITA [22], across metrics such as accuracy and bal-
anced class accuracy, to demonstrate its superior capability
in predicting the correct object class. Balanced accuracy is
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Figure 3. Visual comparison of object generation by our method with HVITA [22] and other inpainting methods. In each row, the last
column represents the text-prompt that our approach gives out from stage 2 in the form of the triplet of predicted object, the maximum
probability relationship and the associated existing (connected) object. This is input into the stable diffusion model for inpainting to
generate much superior object insertions than all other methods.
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Predicted object: ‘kite’
Predicted relationship:
‘in’
Connected object: ‘sky’’

Predicted object: ‘bottle’
Predicted relationship:
‘on’
Connected object: 
‘bench’’

Predicted object: 
‘backpack’
Predicted relationship:
‘on’
Connected object: ‘man’’

Predicted object: ‘glass’
Predicted relationship:
‘on’
Connected object: ‘table’’

Text Prompt

Figure 4. Visual comparison of object generation where the object predicted by our method is correct and by HVITA [22] is incorrect.
This is to show the superiority of our method in object class prediction and hence also in the quality of the inpainted image. In the last
column, we have provided the text prompts output by our method. Please note that while [22] leads to inaccurate inpainting, our method
is able to produce highly plausible image inpaintings owing to the accurate predictions of object class and the relationships.

Method Accuracy(%) ↑ Balanced Accu.(%) ↑
VG-9 VG-20 VG-9 VG-20

HVITA [22] 84.41 81.76 73.09 51.56
Ours 84.55 84.47 73.97 52.95

Table 1. The table shows the average accuracy (higher is better)
and balanced accuracy (higher is better) of predicted classes by the
GCN module (Stage-2) of our method and the baseline method.
Scores are evaluated for VG-9 and VG-20 object classes

defined as the mean of Sensitivity (true positive rate) and
Specificity (true negative rate) in a classification task. It can
be seen from Table 1 that our method outperforms HVITA
proposed GCN network on both metrics for VG-9 and VG-
20 object classes. This is because the HVITA proposed
GCN module only takes the instance and image level fea-
tures as input to account for the object nodes and global se-
mantics respectively but does not explicitly account for the
relationships between the various object nodes, thus limit-
ing the ability of the model to learn relationship importance.
On the other hand, our GCN module takes into account the
different relationships between the various object, thus out-
performing the baseline method.

The effect of providing relationships between nodes as
input to the GCN module in our method is also demon-
strated by table 2 and table 3 which compares the class ac-
curacies for a few object classes, by HVITA and the pro-
posed method for both datasets (VG-9 and VG-20). For
VG-9 dataset, out of nine object classes, our method out-
performs the baseline method for six classes. Out of 20
classes, we outperform the baseline method for 13 classes.
More results and visualizations are in the supplementary.
Image Inpainting Results: For this, we use the Frechét
Inception Distance (FID) [8] and Inception score (IS) [25]

to quantify the effectiveness of our model against the base-
lines. The FID and IS are the most popular metrics used in
the generative model literature. The IS uses an inception-
v3 model [27] pre-trained on the ImageNet dataset [24] and
calculates the KL divergence between the conditional dis-
tribution (from the generated images) and the marginal dis-
tribution. The inception score is higher if the generated
objects are sharp in the image. One of the drawbacks of
IS is that it does not compare the distribution of the gen-
erated images with the real ones. FID solves this problem
by assuming Gaussian distribution of inception features and
computes the Frechét distance between the features of real
images and the generated images.

In our quantitative analysis, we do not use metric like
SSIM and PSNR that directly compares the generated im-
age with the corresponding ground truth image. Natural ob-
jects belonging to the same class can occur with varying
shapes and color textures. Generators trained with GAN
loss are not restricted to generating the same color texture
and mainly focus on generating a realistic-looking image.
Hence, the proposed model generates object images with
different textures and colors, unlike the ground truth object.

Fig 5 shows the FID score of our proposed model and the
baselines evaluated at different patch sizes extracted from
the image. In this figure, α = 0 means that we only com-
pare the generated object images with the ground-truth ob-
ject distribution, and α = 1.0 means the whole image is
used for evaluation. In any natural scene, area occupied by
any object is much smaller than the entire image. The FID
score computed at α = 1.0 gives significantly less weigh-
tage to the generated region in the image. This can be seen
in Fig 5, at α = 0.0, our model performs significantly better
than the baselines. Hence, we evaluate all methods only on
the generated object level.

In tables 4 and 5, we observe that our proposed model
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Object apple backpack bottle bowl clock cup doughnut keyboard kite

HVITA [22] 64.88 60.57 88.19 75.97 92.62 55.76 59.13 74.25 95.42
Ours 62.35 64.94 90.15 79.48 93.79 57.22 48.56 74.78 94.42

Table 2. The table shows the class accuracy percentage (higher is better) for some object categories in VG-9 dataset

Object man sign car table chair boat bottle umbrella bag train airplane clock kite bird dog horse bus glass sheep elephant

HVITA [22] 92.67 78.81 76.13 75.24 54.25 47.95 49.83 39.54 31.14 51.95 47.14 43.91 45.49 43.22 32.84 41.45 44.08 49.09 36.90 49.44
Ours 93.35 85.43 80.33 74.99 48.71 47.33 49.42 46.82 36.11 52.06 51.76 48.97 45.68 40.01 38.78 44.07 37.95 49.16 38.76 49.14

Table 3. The table shows the class accuracy percentage (higher is better) for some object categories in VG-20 dataset

Figure 5. The figure shows FID scores (lower is better) evaluated
at different patch sizes on VG-9 and VG-20 datasets. α = 0 means
that the patch tightly bounds the object of interest, and α = 1.0
implies that the whole image is used for evaluation.

Method FID Score ↓ Inception Score ↑
DeepFillv2 [33] 91.35 4.94
CR-Fill [34] 100.12 4.78
HVITA [22] 52.37 6.81
Ours 42.72 7.56

Table 4. This table shows the FID score (lower is better) and In-
ception score (higher is better) of different models on the VG-9
dataset. Scores are evaluated on the generated object patch images
of the test set.

performs significantly better on both metrics (FID and IS)
and both datasets (VG-9 and VG-20). We also observe
that the FID and IS value for the image inpainting meth-
ods – CR-Fill [34] and DeepFillv2 [33] – are worse as
compared to the proposed method and HVITA [22]. This
large performance gap indicates that the inpainting methods
do not generate objects, simply trying to generate realistic

Method FID Score ↓ Inception Score ↑
DeepFillv2 [33] 52.25 5.51
CR-Fill [34] 88.63 4.92
HVITA [22] 51.26 6.08
Ours 36.47 8.42

Table 5. This table shows the FID score (lower is better) and In-
ception score (higher is better) of different models on the VG-20
dataset. Scores are evaluated on the generated object patch images
of the test set.

background, as seen in our qualitative results. In tables 4
and 5, we also observe that our proposed method outper-
forms HVITA [22] by a significant margin on FID score.
This indicates the effectiveness of using a richer scene graph
representation as done in our method.

5. Conclusion
We proposed a scene aware object insertion method us-

ing object relationships. To this end, we proposed a three
step approach – we first generate a scene graph that is ex-
panded with label and node relationships for a plausible ob-
ject. The expanded scene graph is processed by a GCN
module to predict object class label and relationships, that
are processed by a text-to-image generator along with the
masked image to generate the final results. Thus we pro-
vide a principled way of generating a text-prompt that is
composed of two objects and their associated relationship
that can be exploited by and plugged into any text-to-image
generator. The rich representation of scene graph enables
predicting the class of the missing object and it’s relation-
ships between other objects in the image very accurately.
Our approach presents a way to generate appropriate text
prompts so that one can leverage the latest advances in text-
to-image synthesis, in a modular way. This in turn results
in the quality of generated image with inserted object to be
better than existing methods both in terms of image-level as
well as object-level quality metrics.
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Darrell, and Alexei A. Efros. Context encoders: Feature
learning by inpainting. In IEEE Conference on Computer
Vision and Pattern Recognition CVPR, pages 2536–2544,
2016.

[21] Jeffrey Pennington, Richard Socher, and Christopher D Man-
ning. Glove: Global vectors for word representation. In
Proceedings of the 2014 conference on empirical methods in
natural language processing (EMNLP), pages 1532–1543,
2014.

[22] Jiayan Qiu, Yiding Yang, Xinchao Wang, and Dacheng Tao.
Hallucinating visual instances in total absentia. In Computer
Vision–ECCV 2020: 16th European Conference, Glasgow,
UK, August 23–28, 2020, Proceedings, Part V 16, pages
264–282. Springer, 2020.

[23] Robin Rombach, Andreas Blattmann, Dominik Lorenz,
Patrick Esser, and Björn Ommer. High-resolution image
synthesis with latent diffusion models. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 10684–10695, 2022.

[24] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, San-
jeev Satheesh, Sean Ma, Zhiheng Huang, Andrej Karpathy,
Aditya Khosla, Michael Bernstein, et al. Imagenet large
scale visual recognition challenge. International journal of
computer vision, 115(3):211–252, 2015.

[25] Tim Salimans, Ian Goodfellow, Wojciech Zaremba, Vicki
Cheung, Alec Radford, and Xi Chen. Improved techniques
for training gans. Advances in neural information processing
systems, 29, 2016.

[26] Maitreya Suin, Kuldeep Purohit, and AN Rajagopalan.
Distillation-guided image inpainting. In Proceedings of the
IEEE/CVF International Conference on Computer Vision,
pages 2481–2490, 2021.

[27] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon
Shlens, and Zbigniew Wojna. Rethinking the inception archi-
tecture for computer vision. In Proceedings of the IEEE con-
ference on computer vision and pattern recognition, pages
2818–2826, 2016.

767



[28] Kaihua Tang, Yulei Niu, Jianqiang Huang, Jiaxin Shi, and
Hanwang Zhang. Unbiased scene graph generation from bi-
ased training. In Proceedings of the IEEE/CVF conference
on computer vision and pattern recognition, pages 3716–
3725, 2020.

[29] Josh Tobin, Rachel Fong, Alex Ray, Jonas Schneider, Woj-
ciech Zaremba, and Pieter Abbeel. Domain randomization
for transferring deep neural networks from simulation to the
real world. In 2017 IEEE/RSJ international conference on
intelligent robots and systems (IROS), pages 23–30. IEEE,
2017.

[30] Andrew Witkin and Michael Kass. Reaction-diffusion tex-
tures. SIGGRAPH Comput. Graph., 25(4):299–308, jul
1991.

[31] Chao Yang, Xin Lu, Zhe Lin, Eli Shechtman, Oliver Wang,
and Hao Li. High-resolution image inpainting using multi-
scale neural patch synthesis. In IEEE Conference on Com-
puter Vision and Pattern Recognition CVPR, pages 4076–
4084. IEEE Computer Society.

[32] Jiahui Yu, Zhe Lin, Jimei Yang, Xiaohui Shen, Xin Lu, and
Thomas S. Huang. Generative image inpainting with con-
textual attention. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition (CVPR), pages
5505–5514, June 2018.

[33] Jiahui Yu, Zhe Lin, Jimei Yang, Xiaohui Shen, Xin Lu, and
Thomas S Huang. Generative image inpainting with con-
textual attention. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 5505–5514,
2018.

[34] Yu Zeng, Zhe Lin, Huchuan Lu, and Vishal M Patel. Cr-
fill: Generative image inpainting with auxiliary contextual
reconstruction. In Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision, pages 14164–14173,
2021.

[35] Richard Zhang, Phillip Isola, Alexei A Efros, Eli Shecht-
man, and Oliver Wang. The unreasonable effectiveness of
deep features as a perceptual metric. In Proceedings of the
IEEE conference on computer vision and pattern recogni-
tion, pages 586–595, 2018.

768


