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Abstract

Text-to-image generation has attracted significant inter-
est from researchers and practitioners in recent years due
to its widespread and diverse applications across various
industries. Despite the progress made in the domain of
vision and language research, the existing literature re-
mains relatively limited, particularly with regard to ad-
vancements and applications in this field. This paper ex-
plores a relevant research track within multimodal appli-
cations, including text, vision, audio, and others. In ad-
dition to the studies discussed in this paper, we are also
committed to continually updating the latest relevant pa-
pers, datasets, application projects and corresponding in-
formation at https://github.com/Yutong-Zhou-cv/Awesome-
Text-to-Image.

1. Introduction
“The baby, assailed by eyes, ears, nose, skin,

and entrails at once, feels it all as one great
blooming, buzzing confusion.”

– William James (1890)

The human perceptual system is a complex and multi-
faceted construct. The five basic senses of hearing, touch,
taste, smell, and vision serve as primary channels of percep-
tion, allowing us to perceive and interpret most of the ex-
ternal stimuli encountered in this “blooming, buzzing con-
fusion” world. These stimuli always come from multiple
events spread out spatially and temporally distributed. The
human brain processes conceptual representation based on
various modes of perception, with visual information ac-
counting for as much as 87%. Furthermore, in cases where
certain aspects of content cannot be only conveyed through
visual information, combining multiple sensory modalities
can potentially provide a more comprehensive understand-
ing of concepts. In other words, we constantly perceive the
world in a “multimodal” manner, which combines different
information channels to distinguish features within confu-
sion, seamlessly integrates various sensations from multiple
modalities and obtains knowledge through our experiences.
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Figure 1. Overall structure of our survey. Zoom in for details.

In the last few decades, Computer Vision (CV) and Nat-
ural Language Processing (NLP) have made several major
technological breakthroughs in deep learning research. In
recent years, in addition to the significant advancements
made in single-modality models [16, 181, 206], there has
been an upsurge in research activities focused on develop-
ing large-scale multimodal approaches [41, 125, 146]. De-
spite the impressive advancements in text-to-image synthe-
sis and its related tasks, which effectively incorporate mul-
tiple modalities, existing literature surveys [1,13,19,45,54,
130, 207, 208, 222] still remain lacking to thoroughly re-
view and summarize the progress of the applications and
challenges in this field. As illustrated in Fig. 1, this review
complements previous surveys on the text-to-image synthe-
sis task with a focus on representative algorithms and ex-
panded applications beyond text-to-image. Our survey aims
to accomplish several goals: (1) Present a comprehensive
reference that covers the current state-of-the-art research
progress and practical breakthroughs in multimodal learn-
ing centering on vision and language, (2) Provide a valuable
resource for novice researchers seeking to explore this field,
(3) Investigate compounding issues and business analysis
in Artificial Intelligence-Generated Content (AIGC) field,
and (4) Inspire future research directions and upcoming ad-
vances through emerging trends and challenges.

This CVPR workshop paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Table 1. Chronological timeline of representative text-to-image datasets. “Public” includes a link to each dataset (if available) or paper
(if not). “Annotations” denotes the number of text descriptions per image. “Attrs” denotes the total number of attributes in each dataset.

Year Dataset Public
Details

Category Images (Resolution) Annotations Attrs Other Information
2008 Oxford-102 Flowers [124]  Flower 8,189 (-) 10 - -
2011 CUB-200-2011 [179]  Bird 11,788 (-) 10 - BBox, Segmentation...
2014 MS-COCO2014 [109]  Iconic Objects 120k (-) 5 - BBox, Segmentation...
2018 Face2Text [50]  Face 10,177 (-) 1∼ - -
2019 SCU-Text2face [24] ○ Face 1,000 (256×256) 5 - -
2020 Multi-Modal CelebA-HQ [196]  Face 30,000 (512×512) 10 38 Masks, Sketches
2021 FFHQ-Text [223]  Face 760 (1024×1024) 9 162 BBox
2021 M2C-Fashion [217] ○ Clothing 10,855,753 (256×256) 1 - -
2021 CelebA-Dialog [77]  Face 202,599 (178×218) ∼5 5 Identity label...
2021 Faces a la Carte [186] ○ Face 202,599 (178×218) ∼10 40 -
2021 LAION-400M [159]  Random Crawled 400M (-) 1 - KNN index...
2022 Bento800 [225]  Food 800 (600×600) 9 - BBox, Segmentation, Label...
2022 LAION-5B [158]  Random Crawled 5.85B (-) 1 - URL, Similarity, Language...
2022 DiffusionDB [189]  Synthetic Images 14M (-) 1 - Size, Random seed...
2022 COYO-700M [18]  Random Crawled 747M (-) 1 - URL, Aesthetic Score...
2022 DeepFashion-MultiModal [78]  Full body 44,096 (750×1101) 1 - Densepose, Keypoints...
2023 ANNA [144]  News 29,625 (256×256) 1 - -
2023 DreamBooth [153]  Objects & Pets 158 (-) 25 - -

2. Background

This section introduces commonly used datasets and
evaluation metrics of the text-to-image generation task.

2.1. Datasets

As one might expect, NLP models primarily rely on tex-
tual data for training, while CV models train on image-
based information. Vision-language pre-trained models em-
ploy a combination of text and images, merging the ca-
pabilities of both NLP and CV. Training complex mod-
els requires accurate annotation of data by expert human
annotators. This process incurs considerable costs and
resources, particularly when working with large datasets
or domain-specific information. Table 1 presents a com-
prehensive list of notable datasets, ranging from small-
scale [24,50,124,144,153,179,223,225] to large-scale [18,
77, 78, 109, 158, 159, 186, 189, 196, 217], within the field of
text-to-image generation research.

[109, 124, 179] are widely known in the early stages of
text-to-image generation research and regarded as the most
commonly utilized dataset in the field. [223] is a small-scale
collection of face images with extensive facial attributes
specifically designed for text-to-face generation and text-
guided facial image manipulation. [225] is the first man-
ually annotated synthetic box lunch dataset containing di-
verse annotations to facilitate innovative aesthetic box lunch
presentation design. [78] is a high-quality human dataset
annotated with rich multi-modal labels, including human
parsing labels, keypoints, fine-grained attributes and tex-
tual descriptions. As the pioneer in large-scale text-to-
image datasets, [189] comprises 14 million images gener-
ated through Stable Diffusion [150] using prompts and hy-

perparameters provided by real users. Furthermore, [158]
contains 5.85 billion CLIP-filtered image-text pairs, the
largest publicly available image-text dataset globally.

2.2. Evaluation Metrics

When evaluating the performance of text-to-image gen-
eration models, two assessments are commonly employed:
automated evaluation and human evaluation. The former
measures image realism and the alignment between gener-
ated images and corresponding text descriptions. The latter
relies on humans to make subjective judgments.

Automatic Evaluation Automatic evaluation is a widely
used approach for assessing the quality of generated im-
ages and quantitatively measuring the alignment between
the generated images and input textual descriptions.

For image quality assessment, Inception Score (IS) [156]
and Fréchet Inception Distance (FID) [63] are two com-
monly utilized metrics. IS evaluates the quality and diver-
sity of the generated images. Higher is better. FID measures
the Fréchet distance between the generated images and the
ground truth images. Lower is better.

For text-image consistency assessment, R-precision
(RP) [199] evaluates the degree of alignment between a gen-
erated image and its corresponding text description. Higher
is better. Semantic object accuracy (SOA) [64] utilizes a
pre-trained object detector to check whether the generated
image contains objects mentioned in the corresponding tex-
tual description. User studies have demonstrated that SOA
shows a stronger correlation with human perception than IS.
Higher is better. Positional Alignment (PA) [34] evaluates
the consistency between the spatial placement of the visual
elements within the generated image and their correspond-
ing positions in the text description. Higher is better.
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Although automatic evaluation metrics have demon-
strated effectiveness in assessing the quality of generated
images in text-to-image synthesis, these metrics are subject
to several limitations. One of the most significant issues
is that such metrics may attribute high scores to images that
appear realistic but fail to represent the intended meaning of
the corresponding textual description accurately. Moreover,
automatic metrics typically neglect the subjective nature of
human perception, which plays a crucial role in evaluating
the quality of generated images. Therefore, complementary
human evaluation metrics are necessary to provide a com-
prehensive assessment of the quality of generated images in
text-to-image synthesis.

Human Evaluation To confirm the credibility and cor-
relation of automatic evaluations, several works [101, 108,
131, 138, 155] have conducted user analysis to evaluate the
performance of generated images against human judgments.
In [34,205], participants are asked to rate generated images
based on two criteria: plausibility (including object accu-
racy, counting, positional alignment, or image-text align-
ment) and naturalness (whether the image appears natural or
realistic). The evaluation protocol is designed in a 5-Point
Likert [141] manner, in which human evaluators rate each
prompt on a scale of 1 to 5, with 5 representing the best and
1 representing the worst. A human evaluation in [138] was
conducted for three challenging tasks to compare the per-
formance of Stable Diffusion [150] and DALL-E 2 [145].
Moreover, for rare object combinations that require com-
mon sense understanding or aim to avoid bias related to
race or gender, human evaluation is even more important.
Such concepts are difficult to define, and human expertise
is required to provide accurate evaluations.

3. Generative Models

3.1. GAN-based Model

Generative Adversarial Networks (GANs) [52] have
been a significant breakthrough in generative modeling,
with the unique ability to generate realistic and diverse
samples. GANs consist of two components, the generator
and the discriminator, which engage in a continuous adver-
sarial process. The generator produces synthetic images
from random noise, while the discriminator aims to dis-
tinguish between these generated images and real images
from the training dataset. Through backpropagation and
optimization, the generator continually refines its outputs
in response to the feedback from the discriminator and gen-
erates more realistic images. GANs have been applied to
many applications, including image generation [9, 81, 86],
super-resolution [17, 213], 3D object generation [166, 212],
etc. From image inpainting [30, 216] to video genera-
tion [57,176], from makeup transfer [76,200,201] to virtual
try-on [96, 197], GANs solve various problems and create

new possibilities across multiple industries.

3.2. Diffusion Model

Diffusion models (DMs), also commonly known as dif-
fusion probabilistic models [167], represent a class of
generative models founded on Markov chains and trained
through weighted variational inference [66]. The primary
objective of [66] is to learn the impact of noise on the
available information in the sample or the degree to which
the diffusion process reduces the information available. The
two-step process in [66] consists of forward and reverse dif-
fusion. In the forward diffusion process, Gaussian noise
is successively introduced, representing the diffusion pro-
cess until the data becomes total noise. The reverse dif-
fusion process trains a neural network to learn the condi-
tional distribution probabilities, allowing the model to re-
verse the noise and reconstruct the original data effectively.
DMs also address some challenges associated with GANs,
such as mode collapse and training instability.

4. Generative Applications

In the previous sections, we explore generative models
from the perspective of their background and basic mech-
anisms. This section delves into the applications in mul-
timodal backgrounds, focusing on their utilization in gen-
erating and analyzing data. The discussion is organized
into subsections, each focusing on a combination of vari-
ous modalities, particularly in Sec. 4.2 and Sec. 4.3, where
“X” represents the additional data. We analyze the signif-
icance of integrating multiple modalities for enhanced per-
formance in vision and language tasks. Additionally, we
also explore the methodologies utilized in developing these
multimodal learning frameworks and discuss their respec-
tive contributions to advancing the field.

4.1. Text-to-Image

Advancements in the text-to-image generation domain
can be broadly classified into three primary categories:
GAN-based methods, diffusion-based methods and autore-
gressive methods, as illustrated in Tab. 2. GAN-based ap-
proaches are primarily based on stackGAN [209] and style-
GAN [85] architectures to generate high-quality and vi-
sually coherent images. Diffusion-based methods model
the image generation process as a series of diffusion
steps [167], progressively refining the generated image. In-
spired by the success of autoregressive Transformers [177],
autoregressive methods focus on sequentially predicting in-
dividual pixels or regions in an image, generating the output
based on a learned probability distribution. Each approach
has unique advantages and challenges in text-to-image syn-
thesis, and further research aims to address their limitations
and enhance their capabilities.
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Figure 2. Diverse text-to-face results generated from GAN-based [105, 139, 224] / Diffusion-based [150] / Transformer-based [145]
models. Images in orange boxes are captured from original papers (a) [224], (b) [139] and (c) [105]; others are generated by a pre-
trained model [139] [(b) left bottom row], Dreamstudio [(a-c) middle row] and DALL-E 2 [(a-c) right row] online platforms from textual
descriptions. Further details about online platforms are mentioned in Sec. 5.2.

Table 2. A comprehensive list of text-to-image approaches. The
pioneering works in each development stage are highlighted in
blue. Text-to-face generation works are underlined.

Models Years: Methods

GAN
( Sec. 3.1 )

Conditional GAN [119]-based 2016-2021: [147] , [148], [20], [35], [67], [132], [38]

StackGAN [209] -based

2018: [210], [53], [199], [160]
2019: [24], [80], [172], [204], [142], [97], [228]

2020: [227], [25], [173], [106], [184], [64]
2021: [170], [223], [224], [202], [36], [26]

2022: [116], [115], [174], [194]

StyleGAN [85]-based
2021: [196] , [186], [183]

2022: [37], [139], [69], [169], [154], [105], [226]

Others
2018: [218] (Hierarchical adversarial network)
2021: [44, 113] (BigGAN [14])
2022: [107] (One-stage framework)

Diffusion
( Sec. 3.2 )

Diffusion [167]-based
2022: [150] , [55], [145], [155], [123], [110]
[62], [195], [83], [99], [43], [6], [92]
2023: [103], [42], [22], [214], [128]

Autoregressive Transformer [177]-based
2021: [146] , [32], [73]
2022: [33], [205], [100], [27], [188], [193], [94], [48]

Text-to-Face Text-to-image technology has been exten-
sively applied in various applications. However, compared
to other text-to-image applications, such as text-to-object or
text-to-scene synthesis, text-to-face synthesis has received
comparatively less attention (see underlined in Tab. 2). As
an early text-to-image application, facial visual reconstruc-
tion involved artists sketching suspects to help eyewitnesses
recall more details. This process depends heavily on accu-
rate descriptions and requires artists to have extensive train-
ing in facial sketching techniques. Moreover, text-to-face
synthesis has significant potential in human retrieval, public
security, and missing child renderings. Consequently, de-
veloping text-to-face synthesis techniques requires a metic-
ulous approach to address challenges stemming from am-
biguous and complex textual descriptions, thereby enhanc-
ing its practical significance. Comparison results for several
text-to-face synthesis models are illustrated in Fig. 2.

4.2. Text-to-X

Video Automatically generating videos based on tex-
tual descriptions is a highly challenging task, as it requires
addressing two critical issues: visual quality and seman-
tic consistency. Visual quality refers to the generation of
videos that are both realistic and visually coherent, while
semantic consistency refers to the generated video sequence
that can accurately represent the textual description.

Early text-to-video generation works based on GANs [5,
31, 87, 102, 104, 129] are limited to generating low-
resolution short videos depicting simple scenes. With the
ongoing development of transformer and diffusion models,
recent methods based on transformers [68, 178] and diffu-
sion [65, 163] improve the video quality (see Fig. 3 (a))
and speed [219]. Uriel et al. [164] first propose a method
for generating three-dimensional (3D) video from text de-
scriptions. These dynamic scenes can be viewed from any
camera location and composited into any 3D environment,
breaking barriers between text-to-video and text-to-3D.

3D Recent studies [108, 140, 182] have shown that neu-
ral radiance fields (NeRFs) [118] can be effectively opti-
mized using text-to-image diffusion models, leading to the
generation of high-quality 3D content from textual descrip-
tions (see Fig. 3 (b)-Left and Fig. 3 (b)-Right). Additionally,
Amit et al. [143] combine recent developments in personal-
izing text-to-image models (DreamBooth [152]) with text-
to-3D generation (DreamFusion [140]) and present Dream-
Booth3D, a text-to-3D generative model that can produce
high-quality 3D images, which trained from as few as 3-6
casually captured images.

Human Motion In the text-to-X domain, text-to-human
motion generation [56, 137, 175, 215] remains a relatively
niche field. The generated motions are expected to have
diversity, enabling exploration of the text-grounded motion
space. More importantly, these motions should be accu-
rately captured and well-adapted to the content from the in-
put textual descriptions (see Fig. 3 (c)).
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Figure 3. Selected representative samples on Text-to-X. Images are captured from original papers ((a) [65], (b)-Left [198], (b)-
Right [140], (c) [175]) and remade.

Figure 4. Selected representative samples on X-to-Image. Images are captured from original papers and remade. (a) Layered Edit-
ing [10] (Left), Recontextualization [153] (Middle), Image Editing [15] (Right). (b) Context-Aware Generation [61] (Left), Model Complex
Scenes [203] (Right). (c) Face Reconstruction [29] (Left), High-resolution Image Reconstruction [171] (Right). (d) Speech to Image [187]
(Left), Sound Guided Image Manipulation [95] (Middle), Robotic Painting [120] (Right). Legend: X excluding “Additional Input Image”
(Blue dotted line box, top row). Additional Input Image (Green box, middle row). Ground Truth (Red box, middle row). Generated /
Edited / Reconstructed Image (Black box, bottom row).

4.3. X-to-Image

Text + Image Text-to-image generation and text-guided
image generation (text+image-to-image) are two distinct
techniques within image synthesis. Text-to-image genera-
tion models directly create images from a textual descrip-
tion. In this process, the synthesis model is trained to pro-
duce images that closely align with the input description,
and the generated images are expected to represent the con-
tent of the input text visually.

In contrast, text-guided image generation refers to a pro-
cess where a pre-existing image is modified or manipulated
based on a textual input, utilizing textual information to
make targeted modifications rather than generating a new
image. This approach often involves tasks such as image
editing [4,10,15,28,71,88,121,134,136,229] (Samples are
shown in Fig. 4 (a)-Left & Right), recontextualization [153]
(Results are shown in Fig. 4 (a)-middle), inpainting [122],
colorization [51], video generation [39, 39, 47, 70], image
stylization [39,47] or style transfer [46,79,93,157], wherein
the textual guidance serves to augment or refine specific el-
ements of the initial image. These advances in text-guided
image generation have the potential to revolutionize the way
we create and manipulate images, offering new possibilities
for digital art, advertising and entertainment.

Layout Layout-to-image generation is a subdomain
within image synthesis which focuses on generating coher-
ent and visually consistent images based on a given layout.
The layout typically consists of a structured representation
of the spatial arrangement of various objects, scenes, or se-
mantic regions within the image [61, 74, 180, 203]. It in-
cludes information about the location, size, shape, and re-
lationships of these elements. [61] introduces a context-
aware feature transformation module in the generator to en-
sure the generated encoding accounts for coexisting objects
in the scene (see Fig. 4 (b)-Left). [203] compresses RGB
images into patch tokens and only focuses on highly-related
patch tokens specified by the spatial layout for modeling,
thereby achieving disambiguation during the training pro-
cess (see Fig. 4 (b)-Right).

Human Brain Neural encoding and decoding are two
fundamental concepts in neuroscience to make sense of
brain-activity data. The former investigates how individual
neurons or neural networks represent information through
action potentials. The latter involves mapping brain re-
sponses to sensory stimuli through feature space. Both
fields have a long history of research [75, 90] and are
still actively studied with the development of deep learn-
ing [11, 161, 162].
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Table 3. Overview of various existing works with multi-modal tasks.

Year Method
Tasks

T2I T2V (T+X)2I LYT2I SKT2I SEG2I I2I UIG SR IC Other Tasks

2021 UFC-BERT [217] - Partial Image - - - - - Multimodal Controls
2021 ERNIE-ViLG [211] - - - - - - - - Generative VQA
2022 OFA [185] - - - - - - - - VQA, ...
2022 Frido [40] - - - - - - - SG2I
2022 LDMs [150] - - - - - - - Inpainting
2022 NÜWA [191] Image/Video - - - - - Video Prediction, ...
2022 MMVID [59] - Partial Image - - - - - - - Multimodal Controls
2022 PoE-GAN [72] - SEG/SKT/Image - - - - - (SEG+SKT)2I
2022 AugVAE-SL [89] - - - - - - - - Image Reconstruction
2022 NUWA-Infinity [190] - - - - - - - Outpainting(HD), ...
2023 SDG [114] - Image - - - - - - Style-guided, ...
2023 Muse [21] - Image - - - - - - - Inpainting, Outpainting
2023 MCM [58] - - SEG/SKT - - - - - (SEG+SKT)2I
2023 TextIR [114] - - Image - - - - - - Inpainting, Colorization
2023 GigaGAN [82] - Image - - - - - - Style Mixing, ...
2023 UniDiffuser [8] - Image - - - - - Joint Generation
2023 Visual ChatGPT [192] - Image - - - Edge-to-Image,...

<Acronym: Meaning> T2I:Text-to-Image; T2V:Text-to-Video; T+X:Text+X; LYT:Layout; SKT:Sketch; SEG:Segmentation; UIG:Unconditional Image
Generation; SR:Super Resolution; IC:Image Captioning/Image-to-Text; VQA:Visual Question Answering; HD:High Definition; SG:Scene Gragh.

Dado et al. [29] integrate GANs [52] in the neural de-
coding of faces. They utilize a pretrained generator of pro-
gressive growing GAN (PGGAN) [84] to synthesize photo-
realistic faces from latents. Meanwhile, a decoding model
predicts latents from whole-brain functional Magnetic Res-
onance Imaging (fMRI) activations (as shown in Fig. 4 (c)-
Left). Takagi and Nishimoto [171] demonstrate the ability
to decode perceptual content from brain activity by convert-
ing it into internal representations of Stable Diffusion [150]
without fine-tuning (as shown in Fig. 4 (c)-Right).

Speech / Sound According to the statistics, approx-
imately 50% of the world’s languages lack a written
form, which makes it impossible to benefit from current
text-based technologies. Speech-to-image generation ap-
proaches [95,98,120,187] translate speech descriptions into
photorealistic images without relying on textual informa-
tion. The speech embedding network in [187] learns speech
embedding with visual supervision, while the generative
model synthesizes visually consistent images (see Fig. 4
(d)-Left) based on corresponding speech descriptions.

In addition to the image generation from speech, certain
studies also investigate the provision of targeted audio be-
tween distinct modalities, such as sound-image [95, 120]
(see Fig. 4 (d)-Middle & Right), speech-gesture [2, 91],
music-motion [3], music-dance [23, 165], etc.

4.4. Multi Tasks

Multimodal learning, incorporating multiple data
sources, including text, image, audio, and video, has gained
increasing attention due to its ability to solve multiple
related tasks simultaneously. Additionally, multi-task
learning enables the models to share knowledge across

tasks, resulting in improved performance on individual
tasks and enhanced generalization capabilities.

In recent years, significant progress has been made in
developing multimodal and multi-task learning approaches,
as shown in Tab. 3. These architectures facilitate the inte-
gration of various modalities by learning shared representa-
tions and task-specific features, ultimately leading to more
effective and efficient models.

5. Discussion

5.1. Compounding Issues

Computational Aesthetic As AI technology continues
to evolve and become more accessible, users are increas-
ingly seeking convenience, better user experience, visual
aesthetics, and perceived attractiveness. Computational aes-
thetic evaluation has been employed for assessing poten-
tial AI creativity is much older than text-to-image gener-
ation [49]. State-of-the-art text-to-image models increas-
ingly consider aesthetics which attempt to produce better
images via better prompts [127].

Since computational aesthetic evaluation remains chal-
lenging, human feedback is necessary to determine the
optimal prompt formulation and keyword combinations.
Pavlichenko and Ustalov [135] adopt the most popular
keywords to evaluate their effectiveness in Stable Diffu-
sion [150] and propose a set of keywords that produce im-
ages with the highest degree of aesthetic appeal. Jonas [126]
emphasizes that the ability to generate effective prompts de-
pends on a thorough understanding of the training set and
knowledge of various prompt modifiers. This ability and
knowledge together form the field of “prompt engineering”.
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Figure 5. Sample images generated from user input and opti-
mized prompts. Images are generated by Stable Diffusion [150],
while optimized prompts are generated by Promptist [60].

Prompt Engineering In NLP, prompt-based learning
(PBL) [111, 220, 221] employ pre-trained language mod-
els on large amounts of text data to address diverse down-
stream tasks. The process of prompt engineering [149] is
crucial for generating task-specific prompt templates, and
the effectiveness of PBL greatly depends on the construc-
tion method of these templates. The most basic prompt
construction method is manual construction, which involves
designing appropriate text templates for the target problem,
such as translation [16].

In CV, text-to-image generative models present a pow-
erful way to generate realistic images. While using text as
input allows for an unlimited range of outputs, users must
engage in trial and error with the text prompt when the out-
put is poor quality. Prompt engineering [112] for text-to-
image, also referred to as prompt design [149] or prompt-
ing, is an emerging technology that utilizes carefully se-
lected sentences to achieve a specific visual style in the syn-
thesized image [151]. Liu and Chilton [112] design five ex-
periments to explore different aspects of prompt engineer-
ing for text-to-image generative models, including prompt
permutations, random seeds, optimization length, style key-
words, and subject and style keywords. They also perform
a thorough analysis of the failure and success modes of the
above generations. Hao et al. [60] propose a prompt adap-
tation framework (called “Promptist”) as an alternative to
laborious manual prompt engineering. They use a few man-
ual prompts for supervised fine-tuning and reinforcement
learning to generate better prompts. Reinforcement learn-
ing involves a reward function that encourages generating
more aesthetically appealing images while maintaining the
original user intentions. Experimental results (as shown in
Fig. 5) indicate that optimized prompts can enhance per-
formance in the following aspects: “Aesthetics augmenta-
tion” (top-left), “Content rationalization” (top-right), “Style
transformation” (bottom-left), and “Accurate expression”
(bottom-right).

Table 4. Overview of represented online platforms for text-to-
image generation. (Arrange in ascending order of usability and
complexity.) DALL-E 2 [145] and Stable Diffusion [150] are the
two most commonly utilized models.

Platform Models Price Additional Links

DeepAI [150] Free Style Website

Wombo - Free Style Website

Craiyon - Free - Website

Yunjing [150], ... Free Chinese prompts Website

Replicate [150] Free - Website

Nightcafe [145], [150], ... Free Style Website

Freehand - Free Chinese prompts Website

HuggingFace [150] Free - Website

SD Playground [150] Free - Website

Bing Image Creator [145] Free - Website

Lexica - Monthly 100 images Search Website

starryai - Daily 5 free credits Style, Image+Text Website

Dreamstudio [150] 200 free credits Image+Text Website

Midjourney - 20 times free - Website

DALL-E 2 [145] Monthly 15 free credits - Website

Firefly - Application is required - Website

5.2. Business Analysis

Online Platforms As AI-based image generators be-
come a topic of widespread discussion, significant techno-
logical advancements have greatly enhanced the accessibil-
ity of these tools to the general populace. The emergence
of OpenAI’s DALL-E [146] and DALL-E 2 [145] marked a
crucial milestone in the evolution of AI-based text-to-image
generation. While certain text-to-image tools are available
for free, others may require a subscription or offer a trial
period. Moreover, several platforms provide additional fea-
tures to enhance the user experience. Table 4 provides an
overview of represented online platforms and websites that
easily create images from text prompts.

Ethical Considerations Despite the significant progress
made in open-source text-to-image generation models, the
technology has not yet reached commercial viability due to
concerns about unconsciously producing offensive or po-
tentially dangerous biased images. These biases include
ambiguity, immorality, stereotypes, or other negative con-
notations. This is frequently attributed to a lack of consider-
ation for ethical considerations in conventional approaches.

For ambiguity issues, Mehrabi et al. [117] present a
Text-to-image Ambiguity Benchmark (TAB) dataset and a
disambiguation framework for generating images that more
closely align with user intention, as well as novel auto-
matic evaluation procedures for assessing ambiguity resolu-
tion. They employ few-shot learning with specific language
models to disambiguate ambiguous prompts with the aid of
human feedback. For immoral issues, Park et al. [133]
first propose effective ethical image manipulation meth-
ods by localizing immoral attributes, including blurring,
inpainting, and text-driven image manipulation, that have
demonstrated effectiveness. For stereotypes issues, Strup-
pek et al. [168] demonstrate that text-based image genera-
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tion models are sensitive to character encodings, with the
insertion of even a single homoglyph at an arbitrary posi-
tion can introduce cultural biases and stereotypes into the
generated images, thereby influencing the image generation
process. Additionally, Bansal et al. [7] indicate that certain
keywords, such as ‘irrespective of gender’ and ‘culture’, can
trigger substantial variations and diversities in model pre-
dictions, particularly in the context of gender bias within
ethical interventions. Federico et al. [12] investigate acces-
sible text-to-image generation models and expose the extent
of categorization, stereotyping, and complex biases in the
Stable Diffusion model [150] and generated images.

5.3. Challenges & Future Outlooks

As mentioned in Sec. 2.1, empirical evidence has
demonstrated that supervised learning models are highly
effective in accomplishing tasks for which they have been
specifically trained by leveraging labeled data. However,
their performance tends to decline when confronted with
tasks beyond their range, as their proficiency is heavily de-
pendent on the quality of the labeled data. Furthermore, it
is impractical to label every piece of information available
worldwide. Consequently, there has been a growing empha-
sis on developing more versatile, generalist models within
the field of AI. The aim is to develop models capable of
performing well across a range of tasks, thereby reducing
dependence on vast quantities of labeled data.

It is noteworthy that the existing text-to-face datasets suf-
fer from a lack of large-scale image-text pairs, which inad-
equacy significantly impedes progress in automatic text-to-
face synthesis research. The primary reason lies in the bur-
densome process of collecting and annotating facial images.
Furthermore, unlike other image categories, such as birds or
flowers, facial features are more complex and multifaceted,
including numerous factors such as ethnicity, gender, age,
expression, and environmental context [223]. Therefore,
developing large-scale text-to-face datasets entails greater
challenges than those associated with other image domains.

As discussed in Sec. 4.1, text-to-face technology can
potentially obtain valuable support from eyewitness testi-
mony. However, the reliability of such testimony may be
compromised due to factors such as fear or cognitive lim-
itations, leading to inconsistencies between the provided
description and the suspect’s actual physical appearance.
Therefore, the ability to manipulate specific visual features
in synthetic facial images while maintaining other attributes
consistent with the input description has become increas-
ingly crucial in developing text-to-face synthesis technol-
ogy for the public safety domain.

This necessitates an in-depth investigation aimed at
improving the effectiveness of text-to-face synthesis ap-
proaches while adhering to the following specific compli-
ance requirements: (1) Discriminability: Ensuring that the

generated images are recognizable as individual persons.
(2) High Resolution: Producing images with high resolu-
tion to facilitate detailed analysis. (3) Photorealism: Gen-
erating images that closely resemble authentic faces. (4)
Diversity: Creating a variety of images from multiple view-
points. (5) Fidelity: Ensuring that the generated images are
consistent with the input description. (6) Controllability:
Enabling selective manipulation of different attributes with
text prompts while preserving other irrelevant attributes.

As mentioned in Sec. 4.2 and Sec. 4.3, text-to-X and
X-to-image tasks are subcategories of multimodal learning.
Here are some challenges: (1) Alignment: Ensuring that dif-
ferent modalities are appropriately aligned so that the gen-
erated results accurately reflect the input modality. (2) Data
scarcity: Collecting and annotating large-scale multimodal
datasets is time-consuming and expensive, particularly for
specialized domains, which limit the performance of exist-
ing models. (3) Scalability: Developing models that effi-
ciently handle large-scale multimodal data without compro-
mising performance is an ongoing challenge. This includes
addressing the memory and computational requirements as-
sociated with managing multiple modalities.

Despite the use of thoughtfully designed prompts to
promote diversification and subvert undesired stereotypes,
the limitations of text-to-image generation models are ev-
ident. As discussed in Sec. 5.1 and Sec. 5.2, several in-
stances have illustrated the fragility of these models, despite
their remarkable ability to generate images. This issue re-
mains unsolved and requires significant further research.

Universal access and commercial use of open-source AI
generators have been a noticeable trend, which may have
both positive and negative consequences. Some may con-
tend that regardless of its quality, AI technology should be
accessible to everyone. Nevertheless, the long-term impli-
cations of this trend remain uncertain and require further
evaluation and consideration.

6. Conclusion
Situated at the intersection of theoretical foundations and

practical applications, multimodal learning has reached a
critical juncture in today’s rapidly evolving landscape. In
recognition of the importance of synthesizing multiple do-
mains, our objective in this review is to provide a compre-
hensive and scholarly analysis of contemporary advance-
ments in multimodal learning. This survey aims to seam-
lessly connect theoretical underpinnings with real-world
considerations by analyzing and summarizing various vi-
sion and language methodologies, innovative techniques,
and emerging trends. Ultimately, this work seeks to build
an integrated framework and highlight current challenges
and opportunities that facilitate a deeper understanding of
multimodal learning in the research community and its real-
world implications.
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