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Abstract

To overcome the domain gap between synthetic and real-
world datasets, unsupervised domain adaptation methods
have been proposed for semantic segmentation. Majority of
the previous approaches have attempted to reduce the gap
either at the pixel or feature level, disregarding the fact that
the two components interact positively. To address this, we
present CONtrastive FEaTure and plIxel alignment (CON-
FETI) for bridging the domain gap at both the pixel and fea-
ture levels using a unique contrastive formulation. We intro-
duce well-estimated prototypes by including category-wise
cross-domain information to link the two alignments: the
pixel-level alignment is achieved using the jointly trained
style transfer module with the prototypical semantic consis-
tency, while the feature-level alignment is enforced to cross-
domain features with the pixel-to-prototype contrast. Our
extensive experiments demonstrate that our method outper-
forms existing state-of-the-art methods using DeepLabV2.
Our code' has been made publicly available.

1. Introduction

Semantic segmentation is a fundamental task in com-
puter vision that consists in predicting the class label of
each pixel in an image [12]. Segmentation has been the
focus of extensive research in the supervised regime, lead-
ing to considerable progress in recent years [2, 5, 6, 53].
Much of this progress can be attributed to the availability
of large-scale annotated datasets, such as Cityscapes [10]
and ADE20K [60]. However, the cost of manual annotation
often compels the practitioners to rely on pre-trained mod-
els in test environments, without fine-tuning. Unfortunately,
these pre-trained models generally perform poorly on test
samples that differ from the training data, due to the so-
called domain shift problem [47]. To address this problem,
Domain Adaptive Semantic Segmentation (DASS) meth-
ods [11] have been proposed that enable learning on the

ICode: https://github.com/cxa9264/CONFETI

Projected feature
space

Source Image

g
=}
=3
3
D
o
@

Stylized source Image

Positive patches Negative patches <«— Push —»< Pull ¥ Prototypes

Figure 1. They key idea of our proposed CONFETI is to use
contrastive learning to unify feature-level alignment with pixel-
level alignment. Features of the pixels from the same class, but
across domains, are pulled towards it’s corresponding prototype
and pushed apart from dissimilar ones. For improved style transfer
it enforces that the positive patches in source and stylized images
are closer than the negative patches in the projected feature space.

domain of interest, without needing annotations.
Traditionally, the DASS methods have been designed
to address the problem primarily from one of the two
fronts: feature-level alignment [20, 23] or pixel-level align-
ment [8,35], both aiming to align the labelled source and
unlabelled target domain. Very recently, self-training [1,21]
with student-teacher framework [45] has emerged as an ef-
fective technique to iteratively fine-tune on the target do-
main by using the most confident pseudo-labels. With so
many genres of existing methods for DASS, it begs the
question: How to combine the best of the worlds in DASS?

To find answer to this question we turn our attention to
the contrastive formulation, InfoNCE [15], that has been
found to be effective for a myriad of tasks such as su-
pervised segmentation [51], weakly supervised segmenta-
tion [13] and unpaired image translation [37], among oth-
ers. Given the versatility of the contrastive loss in address-
ing representation learning and unpaired image translation,
both of which have proven to be useful for DASS [18], in
this work we propose an unsupervised contrastive learning
framework for DASS. We leverage contrastive learning to
conduct both feature-level and pixel-level alignment, while
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synergistically using the mean-teacher framework.

From the perspective of feature-level alignment, the con-
trastive loss ensures that the representation of pixels belong-
ing to the same class, but across domains, are closer to each
other in an embedding space (i.e., intra-class compactness)
while being discriminative to other unrelated classes (i.e.,
inter-class dispersion). Such a formulation comes with two
key advantages: (i) it enables us to contrast with pixel lo-
cations not only from the same image but from other im-
ages (both source and target domain); and (ii) it allows to
consider the global structure present in a scene, which is in
sharp contrast to methods (for e.g., self-training) that treat
each pixel individually. To reduce computation, we main-
tain classwise prototypes computed from Class Activation
Maps [59] (see Sec. 3.2.1 for details), and enforce pixel-
to-prototype contrast where the pixel embeddings are con-
trasted with the prototypes instead of pixels.

On the other front of pixel-level alignment, which es-
sentially consists in generating target-like source images,
the contrastive learning helps in the style transfer by mak-
ing unpaired image translation one-sided [37], instead of
the classical bi-directional cycle-consistent translation [61].
Concretely, we adopt CUT [37] that uses a patchwise con-
trastive loss to ensure that the feature representation of cor-
responding patches in the source and target-like (or stylized)
source image are closer in the embedding space than other
random patches. To further improve the stylization, we pro-
pose to use a semantic consistency loss that makes sure that
the semantic content is not altered during the stylization
process (see Sec. 3.2.2 for details).

We call our framework CONItrastive FEaTure and pIxel
alignment (CONFETI) as it allows to amalgamate both
feature-level and pixel-level alignment using the unique for-
mulation of contrastive loss (see Fig. 1). We also show
that CONFETI can be seamlessly integrated with the mean-
teacher framework, where the prototypes are computed us-
ing the teacher network, and the student network learns to
match the representation of the corresponding prototype.

In summary, our contributions are three-fold: (i) We
propose an unsupervised contrastive learning framework
called CONFETI that enables both feature-level and pixel-
level alignment for addressing DASS; (ii) We show that
CONFETI can easily be integrated with the very effective
self-training strategy; and (iii) We extensively evaluate our
method on standard DASS benchmarks and set new state-
of-the-art results when compared with methods that use the
common DeepLab [5] segmentation network.

2. Related Works

Domain Alignment in DASS. Following the success of do-
main alignment in image classification, the semantic seg-
mentation methods have adopted various alignment tech-
niques, which ensure that the source and target distribu-

tions are aligned at different levels of the pipeline un-
der some metric. Particular to DASS, the three levels are
namely latent feature space, input (or pixel) space and out-
put space. First, the feature-level alignment DASS meth-
ods seek to minimize the distance between the marginal
feature distributions of the source and the target, by ei-
ther minimizing Maximum Mean Discrepancy along with
aligning the correlation matrices [4], or by using a domain
discriminator to increase domain confusion in the learned
features [19,23, 31,44, 50]. Second, the pixel-level align-
ment consists in bridging the domain gap via style trans-
fer [24,61], which involves transferring the ‘appearance’ of
the target domain onto the source images. The DASS meth-
ods that incorporate pixel-level alignment [8,9,35,38,54,55]
have proven to be very effective since the content do not
change drastically in the DASS benchmarks. Third, the
output-level alignment methods circumvent the high di-
mensionality of the latent feature space and instead per-
form adversarial adaptation in the output space of the net-
work [36,49,50]. The complementary nature of the align-
ment techniques has led to the development of DASS meth-
ods [18,29,46] that combine different domain alignments,
to better mitigate the domain shift. Our proposed CON-
FETT also harmoniously combines feature-level alignment
with pixel-level alignment, but via contrastive learning [15].

Self-training in DASS. Drawing inspirations from the
semi-supervised learning, the idea of using pseudo-labels
generated for unlabelled target data, and using them to it-
eratively fine-tune (or self-train) the target model is also
prevalent in DASS [57, 58, 62]. Several of the very re-
cent DASS methods using the self-training strategy have
adopted the popular idea of model ensembling for obtain-
ing pseudo-labels. In particular, these methods [1, 9, 21]
use the mean-teacher [45] (or student teacher) framework
where the teacher network, which is an exponential moving
average of the student network weights, provides pseudo-
labels to train on the target data. In our work we also utilize
the teacher network to obtain pseudo-labels, which are then
used by the student network for the feature-level alignment.

Contrastive learning in DASS. Learning discriminative vi-
sual features in a self-supervised manner, where given an
anchor data point, the network must distinguish a similar
sample from other dissimilar samples, forms the core idea
of contrastive learning [7, 15, 16]. Due to its effectiveness,
DASS methods [25, 33, 34, 52] have adopted it for learning
compact latent embedding space. For instance, CLST [33]
leverages self-training to obtain pseudo-labels for comput-
ing class-specific prototypes (or centroids), which are then
used in a contrastive manner to learn more compact fea-
tures. Similarly, ProCA [25] contrasts the pixel represen-
tation with the prototypes, except the source prototypes
are updated with the target in a moving average fashion.
SePiCo [52] goes a step further and estimates the distribu-
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tion of each prototypes, rather than point estimates. Differ-
ent from the previous works that exploit contrastive learn-
ing, our CONFETI computes the prototypes from mixed im-
ages, obtained with ClassMix [48], and the class activation
maps [59]. Besides feature-level alignment, we also employ
contrastive learning for the pixel-level alignment.

3. Methods

In this work we propose CONItrastive FEaTure and pIxel
alignment (CONFETI), a domain adaptive semantic seg-
mentation (DASS) method, that leverages the contrastive
formulation to (i) learn a well structured pixel embedding
space for feature-level alignment; and (ii) foster more ac-
curate style transfer between the source and the target for
pixel-level alignment. Before we introduce our method, we
formalize the problem and discuss the preliminaries.

3.1. Preliminaries

Problem Definition. We define the input space of images as
X, where each image X € X is denoted as X € RH*XWx3,
H and W being the height and width. The output label
space ) is formed by labels belonging to K semantic cate-
gories, such that the one-hot segmentation map can be de-
noted as Y € REXWXK Tn DASS, we are given a source
domain dataset with annotations Dg = {(X?,Y;%)}"S, and
an unlabelled target domain dataset Dy = {X}7'7,, such
that p(XS) # p(XT). The objective of DASS is to learn
a mapping function f: X — ) that can correctly predict
unlabelled target samples. The function f = f. o f; is mod-
eled by a neural network, such that it is a composition of the
backbone feature extractor f; and the segmentation decoder
fe», which is parameterized by 6 = {6, 0.}.

Self-training. It has been shown in the DASS literature [21,

, 52] that self-training (ST) is an effective technique to
reduce the domain gap, which we adopt as a baseline. In
details, the ST approach uses the student-teacher (or mean
teacher [45]) model, where the teacher network f provides
one-hot pseudo-labels Y on-the-fly for the unlabelled target
samples to train the student network f:

)A’T(j) = e(argr&a;c{ﬁ?: ceV}) €}
where p§ = f (XJT) is the target network prediction proba-
bility at pixel j for class ¢, and e(+) is the one-hot operator.

The pseudo-labelled target data is then used to train the stu-
dent network using a standard cross-entropy (CE) loss:

VI(G)logps (@

where p: — ) 1S the student network prediction prob-
here p§ = f(X) is the stud k prediction prob

ability for the jth pixel to be belonging to class ¢ and YT( J)

is the corresponding one-hot pseudo-label obtained using
Eq. (1). Besides the ST objective on the target data, we also
optimize the Eq. (2) for the annotated source data using the
ground-truth labels Y'S.

In ST, the parameters of the teacher network 6 are ob-
tained by taking an exponential moving average (EMA) of
the student network parameters 6 at every iteration ¢ as:

Ors1 < BO; + (1 — B)O, 3)

where 5 is a momentum update hyperparameter, which is
in general set to 0.999. Note that we optimize the Eq. (2)
on mixed target images that are obtained using the Class-
Mix [48] augmentation, instead of the real target images, in
order to avoid ST with noisy pseudo-labels.

3.2. Contrastive Learning Framework for DASS

In this work we propose CONFETI, a contrastive
learning framework that enables both feature-level and
pixel-level alignment using the contrastive formulation In-
foNCE [15]. Our choice of using the contrastive formula-
tion is motivated by the fact that InfoNCE has proven to
be beneficial for learning compact pixel embedding space
for supervised segmentation [51] and accurate style trans-
fer [37]. We argue that compact pixel representation and
accurate style transfer are two key ingredients to attain
feature-level and pixel-level alignment, respectively. Given,
the feature-level and pixel-level alignment are proven to
be two essential ingredients for an effective DASS method
(e.g., CyCADA [18]), we revisit the two learning fronts
by employing contrastive learning and bring them into an
unique framework. Below we elaborate in detail the two
alignment techniques.

3.2.1 Contrastive feature-level alignment

The feature-level alignment is carried out in the latent fea-
ture space of the network by adopting the pixel-to-prototype
contrast, with the aim of enforcing the pixels of the same
semantic category across domains to be close in the em-
bedding space. The driving force behind adopting such
a formulation is that the ST training objective only takes
into account the ‘local’ context around a given pixel and
completely ignores the ‘global’ context from other samples
in the dataset and beyond. Moreover, being in the unsu-
pervised scenario, pixel-to-pixel contrast [51] with noisy
pseudo-labels of Eq. (1) will lead to reduced performance.
Guided by these insights we first construct semantic pro-
totypes (or class centroids), one per class, and use these
prototypes to pull pixels of the positive class together and
at the same time push away pixels from negative classes.
Constructing and updating the prototypes is a design choice
in itself, and are mainly updated using arithmetic mean [25,
] or the exponential moving average [25, 50]. However,
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Figure 2. Overview of weighted prototype estimation. The fea-
tures v of the mixed image at each spatial location is weighted
with the CAM M. of each class to obtain a prototype pc. Vv is
overlayed with the segmentation map for ease of visualization

the direct update of the prototype using all the features is
unlikely to be applied to the target domain due to the pos-
sible erroneous and noisy pseudo-labels, which may lead
to inaccurate prototype estimation. Therefore, we employ
a weighted prototype estimation method based on the class
activation map (CAM) [13,59].

Weighted prototype estimation. The CAM highlights the
most discriminative pixel locations in an image that a net-
work looks at for predicting a given class. We employ the
CAM in DASS in order to estimate the prototypes. The idea
is to compute a weighted average of the embeddings from
pixel locations that are maximally activated by CAM for a
given class. This results into a prototype that most likely
represents the class under consideration. Although, CAM
may fail to highlight precise boundary regions of objects,
it does not impact our algorithm as the boundary pixel fea-
tures do not define the canonical representation of objects.
Concretely, features £ = f,(X) € RH>*W'XD are
obtained from the feature extractor, followed by applying
Global Average Pooling (GAP) to collapse the spatial di-
mensions; where H', W’ and D represent the dimensions
of the intermediate feature maps. To get the CAM for a par-
ticular class ¢, a fully connected layer, having parameters
w € REXD s learned that outputs a score for each class ¢

as:
H xW’

Se = H,lewcd Z fd] (4)

The CAM, denoted as M, is then computed for each class
as:

D
M. = ReLU( Y w.afs:) (5)
d=1
where the ReLU(-) is applied to ignore all negative values.
Note that one CAM M. is obtained per image.
As shown in Fig. 2, the prototypes for each class c are
then estimated using the just computed M, and the pro-

jected intermediate features of the images in a mini-batch

as:
o — > jen, Mejv;
o N T I T
Zj/e/\/’C MCJ’

where N, denotes the pixel locations in the entire dataset
that correspond to the top-n highest CAM activation values
for class ¢, and v; = g(f;) € R5!? are the projected features
obtained using a non-linear projection head g(-). Note that
the prototypes are computed using the teacher network.

The prototypes are then updated in an online manner us-
ing the EMA of the prototypes from each mini-batch and
the past ones as:

(6)

Pc < 7Pc + (1 - ’Y)p:: (7)

where p. is the CAM-based prototype of class ¢ for the
whole dataset and v being the momentum update hyperpa-
rameter. Importantly, instead of estimating prototypes only
on the source domain, we apply the update on the mixed im-
age of the source and target domain. Such an update setting
can facilitate the reduction of the domain gap by applying
the subsequent contrastive loss, which sets us apart from
other works using prototypes [13,25,33].

Prototypical contrastive alignment. In order to bring
closer the representation of the pixels that belong to the
same semantic category, we adopt the prototypical con-
trastive loss (PCL) [27], originally designed for image-
level representation learning. In details, the PCL ensures
that the representation of a sample (pixel in our case) is
more similar to its corresponding prototype than other un-
related ones. Given, our prototypes are computed using
the mixed images, they can be seen as a ‘bridge’ between
the source and target domain. Thus, minimizing the PCL
translates to aligning the two domains into a shared embed-
ding space. Our proposed method differs from the previ-
ous DASS works [25,52], which also adopt the PCL, in the
manner in which the prototypes are computed.

Given a projected feature v; extracted by the student g o
fo corresponding to a pixel X ; and the estimated prototypes
P = {p.} X ,, the pixel-to-prototype likelihood for pixel j
is given as:

exp(v; - pe/T)
Pjc = €]
7 S exp(v; - pi/T)

where p. is the prototype belonging to the same class as
pixel X; and T is the temperature. To attract the feature to
prototype of class ¢ and repel it from others, the following
loss is adopted:

N
1 )
Lo = — > Y (j,c)logp;. €))

j=1
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Figure 3. Overview of the proposed CONFETI, which is a mean-teacher framework that unifies feature alignment with pixel alignment.
The feature alignment exploits the prototypical contrastive loss (Lpcr) with mixed-prototypes to align the domains in the feature space.
The pixel-alignment exploits contrastive learning (Lpachnce and Lsc) to carry out style transfer, aligning the two domains in the pixel space

where N is the number of randomly sampled features to
avoid performance degradation caused by erroneous labels,
and Y is the one-hot ground truth mask for the source do-
main features and pseudo-labels for the target domain fea-
tures.

3.2.2 Contrastive pixel-level alignment

In order to further mitigate the domain-shift, CONFETI en-
ables pixel-level alignment by generating target-like source
samples that have the same content as the source images
but appear to be drawn from the target domain. As shown
in the previous generative DASS approaches [18, 42, 43],
pixel-level alignment can sometimes outperform feature-
level alignment methods.

A commonality among these generative DASS ap-
proaches is the use of cycle-consistency loss [61] that is sus-
ceptible to two major issues: (i) the generator encodes noise
(or high frequency signal) during the forward translation,
which is then utilized as a shortcut during the reverse trans-
lation to reconstruct the original image, and (ii) the genera-
tor can accurately translate images which adhere to the tar-
get domain statistics but dramatically changing the source
content. To overcome the drawbacks of bi-directional trans-
lation, one-sided unpaired image translation have been pro-
posed [3, 14,37,41]. In this work we adopt CUT [37],
an unpaired image translation (or stylization) method that
exploits the contrastive learning to associate corresponding
patches in the two domains to be similar.

Concretely, as shown in Fig. 1 we employ the patch-
based InfoNCE loss [37], where given the projected features
of an anchor patch in the stylized image 257, the corre-
sponding positive patch in the source image zi, and a set of
negative patches from other locations in the source image
{z% %—1 (see the Supplement for details), is given as:

exp(z5~T - 25 /T)

E == _Ei — 10
PatchNCE s—t 108 [exp(ZSHTozi/T)

+ 2 exp(z57T 28 /T
(10)

To further alleviate the problem of semantic inconsis-
tency in the translated images we propose a joint training
of the stylization and the segmentation module. It follows
a virtuous cycle: better segmentation model leads to high
quality image-translation, and better quality domain trans-
lation leads to improved segmentation under domain-shift.
In details, we additionally propose to use a prototypical se-
mantic consistency loss that uses the prototypes (detailed in
Sec. 3.2.1) to ensure that the target-/ike images do not hal-
lucinate incorrect content during translation, which are not
present in the source:

1 H'xW' K
Lse = vk > DIV pe — 6357 - pell?

j=1 c=1
(1)
where ¢(-) is a learnable affine transformation applied on
the features from the stylized image to allow gaps between
two images, for instance color, lightness and texture.

We further use the prototypes in Eq. (11), which mod-
els each category, to classify the features extracted by the
student’s backbone. The semantic consistency loss thus en-
sures that each pixel corresponds to an identical class after
the translation. Note that the gradients from this loss are not
used for the optimization of the segmentation network.

3.2.3 Training objectives

The whole pipeline of CONFETI is depicted in the Fig. 3.
The training will be divided into two phases. In the first, or
the joint training phase, the overall loss Ly is given as:

LJoim = Egg[ + APCLﬁls)é\;{ + Astyle(EPatchNCE + ESC)
~—~— ——

self-training

feature alignment pixel alignment

(12)
where S and M denote that the losses are applied to the
source and the mixed images, respectively. Apc and Mgyl
are used for weighing the corresponding losses.

In order to avoid overfitting the segmentation model to
the stylized image features, such as textures, during the joint
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Table 1. Comparison results on GTA5 — Cityscapes. Methods based on pixel alignment are highlighted with colors. T indicate methods

trained at higher resolution. The best performance are in bold and the best performance in low resolution setting are marked with underline

=
> ) 2
g g ° = 3 g -
v 5 =2 = g a = < % £ . 2 5 3 . £ £ 3

Methods e % &2 £ & & 2 2 ¢ § Z g 2 § 2 & E & 3 |mo
Cycada [18] 86.7 356 80.1 198 175 380 399 415 827 279 736 649 190 650 120 286 45 311 420 | 427
Lieral. [29] | 91.0 447 842 346 276 302 360 360 850 436 830 586 316 833 353 497 33 288 356 | 485
FDA-MBT [55] | 925 533 824 265 276 364 406 389 823 398 780 626 344 849 341 531 169 277 464 | 505
DACS [48] 89.9 397 879 307 395 385 464 528 880 440 888 672 358 845 457 502 00 273 340 | 52.1
CPSL [28] 91.7 529 836 430 323 437 513 428 854 376 811 695 300 88.1 441 599 249 472 484 | 557
Maetal. [32] | 925 583 865 274 288 38.1 467 425 854 384 918 664 370 878 407 524 44.6 417 590 | 56.1
ProCA [25] 919 484 873 415 318 419 479 367 865 423 847 684 43.1 88.1 39.6 488 40.6 436 569 | 563
DecoupleNet [26] | 88.5 47.8 874 383 369 449 538 396 880 387 888 704 394 878 314 550 374 471 559 | 567
ProDA [56] 878 560 797 463 448 456 535 535 88.6 452 821 707 392 888 455 594 10 489 564 | 575
SePiCo [52] 952 678 887 414 384 434 555 632 88.6 464 883 731 490 914 632 604 00 452 60.0 | 61.0
CONFETI (Ours) | 957 69.9 89.5 346 426 409 575 594 88.6 49.0 882 728 534 90.1 618 549 139 502 634 | 622
HRDA [22] 962 73.1 89.7 432 399 475 600 600 899 47.1 902 759 490 918 619 593 102 470 653 | 63.0
CONFETI (Ours)' | 965 75.6 889 451 459 50.1 612 682 894 457 863 763 499 922 551 628 167 338 63.1| 633

training with the image-to-image translation model, we pro-
pose a second-round training where we train the segmentor
from scratch, with the style transfer network kept frozen.

4. Experiments
4.1. Implementation Details

Datasets. We follow the experimental protocols adopted in
the previous DASS works [25, 48,52, 56]. For the source
domain, we use the synthetic GTA dataset [39] containing
24,966 synthetic images of resolution 1914 x 1052 and the
SYNTHIA dataset [40] with 9400 synthetic images of reso-
lution 1280 x 760. As target domain we use the Cityscapes
dataset [10] which contains 2975 training and 500 test im-
ages of resolution 2048 x 1024. In the low-resolution set-
ting, following [52], images are resized to 1280 x 640 for
Cityscapes dataset and to 1280 x 720 for GTA dataset before
randomly cropping to 640 x 640. For fair comparison with
HRDA [22], we also perform experiments in full resolution
and use 1024 x 1024 crops for training.

Training. As in [25,48,52,56], we adopt DeepLab-V2 [5]
with ResNet-101 [17] as backbone. We use the AdamW
optimizer [30] with the initial learning rate set to 6 x 10~°
and weight decay of 0.01. We adopt the warm-up policy as
well as the rare class sampling proposed by [21]. Follow-
ing [48], we apply the color jittering, Gaussian blurring and
ClassMix [48] on the mixed images.

4.2. Comparison with the State-of-the-Art

We compare with recent state-of-the-art methods [ 18,22,

,26,28,29,32,48,52,55,56], especially those using style
transfer [18,29,32,55] and prototypes [25,52,56]. On the
GTA — Cityscapes task, CONFETI is compared separately
with HRDA [22] since it operates at full resolution.

The quantitative comparison on GTA — Cityscapes is

reported in Tab. 1. We observe that our approach outper-
forms prior methods with the mIoU of 62.2%. In particular,
our method shows its high capacity on easy to confuse class
pairs, such as motor-bike, road-sideway, and person-rider
pairs. Moreover, working at higher resolution improves
the performance on small objects, especially on challeng-
ing classes such as ‘train’, with an overall improvement of
0.3% over HRDA [22]. As shown in the Tab. 2 for the
SYNTHIA — Cityscapes benchmark, the proposed method
also obtains state-of-the-art performance. More precisely,
we obtain 58.7% and 67.4% mloU in the 16-category and
13-category evaluation protocols, respectively. In both the
benchmarks, we observe that existing methods based on
style transfer underperform more recent methods based on
feature alignment and self-training. Overall our CONFETI
demonstrates that unifying these two orthogonal research
directions can lead to state-of-the-art results.

4.3. Ablation Studies

Evaluation of the proposed pipeline. We thoroughly ab-
late our proposed CONFETT in order to measure the impact
of: (i) joint training of the style-transfer and segmentation
models, (ii) our two-stage training procedure, and (iii) the
introduction of prototypes in our pixel-alignment technique.
In these ablations, we start from the self-training baseline
which is described in Sec. 3.1.

We report the results of the ablations in Tab. 3. First,
when the style transfer network, which aligns domains at
pixel-level, is trained separately from the segmentation net-
work (see model A in Tab. 3), we observe a performance
drop of 0.4% mloU w.r.t the baseline. It indicates that styl-
ization is not able to bridge the domain gap. On the con-
trary, when we perform feature alignment via prototypical
contrastive learning but without any stylization, we observe
a clear gain of +2.5% (see model B). Surprisingly, including
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Table 2. Comparison results on SYNTHIA — Cityscapes. Methods based on pixel alignment

are highlighted with colors

g
- g éﬁ POR § g o 5
= =] Q (5} = 17} =
g ."5’ é § -§ é Eﬂ go ?ﬁb '; g -Q'é § é g % mloU  mloU*

Lietal. [29] 86.0 46.7 80.3 - - - 141 11.6 792 813 541 279 737 422 257 453 - 514
FDA-MBT [55] | 79.3 350 732 - - - 199 240 617 826 614 31.1 839 40.8 384 5I.1 - 52.5
DACS [48] 80.6 251 819 215 29 372 227 240 837 908 67.6 383 830 389 285 476 | 483 54.8
Ma et al. [32] 7577 300 819 115 25 353 180 327 862 90.1 651 332 833 365 353 543 | 482 55.5
ProCA [25] 90.5 521 846 292 33 403 374 273 864 859 69.8 287 887 537 148 548 | 53.0 59.6
CPSL [28] 873 444 838 250 04 429 475 324 865 833 696 29.1 894 5211 426 541 54.4 61.7
ProDA [56] 87.8 457 846 371 06 440 546 370 881 844 742 243 882 S51.1 405 456 | 555 62.0
DecoupleNet [26] | 77.8 48.6 756 320 19 444 529 385 878 881 71.1 343 887 588 502 614 570 64.1
SePiCo [52] 770 353 851 239 34 380 510 551 856 805 735 463 876 69.7 509 66.5 | 58.1 66.5
CONFETI (Ours) | 83.8 44.6 869 154 3.7 443 569 555 849 862 738 468 90.1 57.1 460 632 | 587 67.4

Table 3. Ablation study on the GTA5 — Cityscapes. PCL denotes
the use of prototypical contrastive learning

Style Transfer

Method Offline  Joint Two-stage PCL | mloU A
Baseline (Sec. 3.1) 57.5 -
A v 57.1 -0.4
B (Feature align) v 60.0

C v v 57.6

D (Pixel align) v 59.0

E v v 59.0
CONFETI (Ours) v v v 62.2

offline stylization into the pipeline (see model C) is again
detrimental (57.6% vs +60.0%). This may be explained by
inaccurate stylization if not jointly done, which alters the
image content and makes the estimated prototypes noisy.
When the stylization is no longer trained offline but
jointly with the segmentation model (see model D), we start
observing gains in performance (+1.5% compared to the
baseline). Then, our two-stage training without Lpcy, i.e.,
model E, does not improve the performance w.r.t model D,
which shows the limits of stand-alone pixel-level alignment.
However, when we combine joint style transfer and proto-
typical contrastive in a two stage training fashion, CON-
FETI achieves the best performance of 62.2%, which is
+4.7% higher than the baseline. These ablations justify that
both the feature-level and pixel-level alignment contribute
constructively by reducing the domain gap: joint training of
the style transfer model improves pixel alignment and pro-
totype estimation while the feature alignment loss promotes
domain invariant features.
Comparison with style transfer methods. We now ex-
tend our comparison by evaluating alternative style-transfer
methods to gauge the advantage of contrastive style trans-
fer in CONFETI. We consider the neural network-based
AdalN [24] and training-free methods (e.g., FDA [55],
GPA [32]). In these experiments, we replace the CUT mod-
ule in our CONFETI with each alternative method and em-
ploy the prototypical contrastive loss Lpc in Eq. (9) as the

Table 4. Ablation on the GTA — Cityscapes benchmark. Top:
Comparison with alternative style transfer methods. Bottom: Im-
pact of the various semantic consistency losses

FDA [55] GPA[32] AdaIN [24] Ours
mloU 60.5 59.4 59.1 62.2

wlo Lsc Lce MSE Lsc (Ours)
mloU 58.0 58.6 61.6 62.2

training objective. We report the quantitative results in the
top half of Tab. 4 and the qualitative results in Fig. 4. We
can observe that our CONFETI empirically outperforms all
the aforementioned style transfer competitors. From this
qualitative comparison, we observe that FDA or GPA gen-
erally generate image with poor quality and many artifacts.
On the contrary, our method outputs images where the con-
tent of the source image is preserved but the style is well-
transferred. The difference is especially clear in the sky re-
gion where the most methods fail.

Evaluation of the semantic consistency loss. We com-
pare our proposed semantic consistency loss (i.e., Lgc in
Eq. (11)) for pixel-level alignment with some other alterna-
tive losses from the DASS literature. First, we consider a
baseline without consistency loss (referred to as w/o Lgc).
Then, we consider a baseline, referred to as Lcg, which
is inspired by CyCADA [18] and uses the cross-entropy
between the estimated segmentations. Finally, we include
a variant of CONFETI where Lgc is replaced by a MSE
loss. The quantitative results in the bottom half of Tab. 4
show that the last two variants that operate at the feature
level clearly perform better. Among the two variants of
CONEFETI, the contrastive formulation attains higher per-
formance. The qualitative results are shown in the Fig. 4.
Effect of mixed prototype estimation. We now analyse
the design choices for prototype estimation. The prototypes
can be estimated from the original source images or from
the mixed images obtained by ClassMix [48]. These two so-
lutions are compared to a baseline where the prototypes are
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Source image

GPA [37]

Figure 4. Qualitative comparison of different style-transfer methods and semantic consistency losses in the GTA — Cityscapes setting

Ground truth

Target image

ProCA [25]

SePiCo [57] CONFETI (Ours)

Figure 5. Qualitative comparison of the segmentation maps of CONFETI with the state-of-the-art methods [25,52] on GTA — Cityscapes

Table 5. Impact of design choices for prototypes estimation in
terms of mloU on the GTA — Cityscapes benchmark

Method w/o CUT CUT | w/io CAM w/CAM

w/o prototype 57.5 57.1 - -
Source prototype 58.6 60.5 - -
Mixed prototype 60.0 62.2 60.1 62.2

not used. We perform experiments with and without style
transfer with CUT and report the results in the left of Tab. 5.
First, we observe that estimating the prototypes with fea-
tures from the mixed images leads to higher mloUs. This
result shows that including cross-domain information in the
prototypes helps adaptation. Furthermore, when the mixed
prototypes are used, combing with CUT further boosts the
performance (62.2% vs 60.0%) showing that the prototypes
with rich cross-domain information improve both pixel- and
feature-level alignment.

Effect of CAM-based weighting. We now validate our
CAM-based solution to estimate the weighted prototypes
(described in Sec. 3.2.1). In the right of Tab. 5, we compare
the performance of models where the prototypes are esti-
mated with and without the proposed CAM-based weight-
ing technique and trained with CUT. These results demon-

strate the effectiveness of the weighted prototypes as they
outperform the unweighted prototypes by +1.1% of mIoU.

5. Conclusion

In this work, we presented CONFETI, a novel approach

that unifies feature-level and pixel-level cross-domain align-
ment. CONFETI was integrated with the mean-teacher self-
training framework and was shown to improve the perfor-
mance of DASS through the joint use of prototypical con-
trastive loss and style transfer. On one hand, our jointly
trained style transfer module produced high-quality stylized
images that bridge the domain gap and aid in prototype es-
timation. On the other hand, the well-estimated prototypes,
in conjunction with the prototypical contrastive loss, further
reinforce the feature-level alignment and enhance the DASS
performance. Both quantitative and qualitative experiments
demonstrated the effectiveness of CONFETI, outperform-
ing existing state-of-the-art methods.
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