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Abstract

Few-shot learning (FSL) techniques seek to learn the un-
derlying patterns in data using fewer samples, analogous to
how humans learn from limited experience. In this limited-
data scenario, the challenges associated with deep neural
networks, such as shortcut learning and texture bias behav-
iors, are further exacerbated. Moreover, the significance
of addressing shortcut learning is not yet fully explored in
the few-shot setup. To address these issues, we propose LS-
FSL, which enforces the model to learn more generalizable
features utilizing the implicit prior information present in
the data. Through comprehensive analyses, we demonstrate
that LSFSL-trained models are less vulnerable to alteration
in color schemes, statistical correlations, and adversarial
perturbations leveraging the global semantics in the data.
Our findings highlight the potential of incorporating relevant
priors in few-shot approaches to increase robustness and
generalization.

1. Introduction

Intelligent systems based on Deep Neural Networks
(DNN) have achieved impressive performance in percep-
tion tasks [2,26,51], yet DNNs remain limited in their ability
to acquire new skills with little experience. Acquisition of
novel skills with limited data is considered an important
measure of intelligence [9], however, conventional super-
vised learning methods require significant amounts of la-
beled training data and computational resources. Therefore,
in the quest for the building of intelligent agents, few-shot
learning (FSL) [46, 55] plays an imperative role. FSL is a
learning paradigm that addresses these challenges by uti-
lizing a small set of training samples to quickly learn the
necessary skills and generalize to novel tasks with less direct
supervision than conventional learning [25].

Neural networks in the conventional training setup inad-
vertently learn spurious correlations in the data as shortcuts

*Equal contribution.

[15] and are biased to learn local texture information [16]
instead of focusing on global features. These challenges
are further accentuated in the FSL setup due to the limited
training data [40], which greatly affects the generalization
and robustness of the FSL models. Furthermore, the over-
parameterized few-shot models lead to overfitting on the
limited data. The significance of addressing the challenges
of shortcut learning and texture bias in the FSL domain
has not been thoroughly studied. Consequently, tackling
these issues will aid in learning robust features that enhance
the generalization of few-shot models in diverse real-world
scenarios.

On the other hand, humans excel at learning with limited
data to quickly adapt to new situations and remain both pre-
cise and robust in a constantly changing environment with
minimal experience [3, 47]. This ability of humans to learn
novel tasks with little to no prior experience or knowledge
can be attributed to structural priors [27]. For instance, the
brain encompasses a structural prior to language acquisi-
tion that provides a meaningful disposition toward language
learning in infants. Furthermore, studies on developmental
cognitive neuroscience [12, 32] report the utility of semantic
information by infants [11, 28] and adults [16] to recognize
objects. Therefore, we leverage the prior knowledge already
implicitly available in the data as a supervisory signal to help
few-shot models learn the intended solution.

Inspired by cognitive biases, we propose an approach
called Leveraging Shape Information in Few-shot Learning
(LSFSL), which injects prior knowledge into the few-shot
models in the form of shape awareness. This shape bias
addresses the texture bias in the neural network and aids
in learning robust global features. Consequently, the shape
information might improve the generalization and offer a ro-
bust solution in FSL. The implicit shape information already
presented in the visual data is used to train the few-shot
models without the need for any additional dataset or gener-
ative techniques. During training, we learn a dual network
architecture, where one model extracts and leverages shape
information from standard RGB input. This shape informa-
tion is distilled into the model trained with standard RGB
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image in synchrony through latent space and decision space
alignment objectives. The alignment objectives regularize
both networks and address overfitting to trivial solutions.
Thus, LSFSL aims to address the vulnerability of few-shot
models to shortcuts and texture bias by incorporating shape
awareness.

With extensive experiments on multiple datasets and set-
tings, we show that our proposed approach boosts the gener-
alization and robustness of FSL models to a greater extent.
LSFSL-trained models are less susceptible to spurious cor-
relations, texture bias, and adversarial perturbations. The
contributions of this work are as follows:

• We propose an approach to integrate FSL models with
a shape-based inductive bias.

• We evaluate the susceptibility of LSFSL-trained models
and counterpart baseline models to shortcut learning
and adversarial attacks.

• Our approach offers flexibility to be plugged into meta
[44] and non-meta [41] learning based few-shot ap-
proaches to improve their performance.

2. Related Work
Few-shot Learning: FSL methods are broadly divided
into three categories. Optimization-based methods utilize
meta-learning to enable the model to converge with a few
training samples quickly. Methods identify a good model ini-
tialization [6,13], optimizers for effective weight update [36]
or both [5]. Hallucination-based methods address data de-
ficiency by extending the support set with similar samples
using feature hallucination [20] or data augmentation tech-
niques. This converts the low-shot problem approximately
to a standard classification problem. Metric-based methods
learn an embedding model to map each image to a latent
feature space [21]. The query samples are classified as the
closest support category in the feature space. Additionally,
FSL methods incorporate meta-learning [13,44] or non-meta
standard supervised learning based [41, 53] training strat-
egy to train a base learner. The resultant models from the
later methods serve as an excellent embedding model and
illustrate the ability to be used as a common architecture for
different FSL settings.

Knowledge Distillation in FSL: With the aim of devel-
oping a good base embedding model to improve few-shot
generalization, RFS-Distill [53] incorporate sequential self-
distillation after pretraining the model on base classes fol-
lowing Born-again Networks (BAN) [14]. This Born-again
distillation with feature normalization enhances the repre-
sentations from the backbones until a certain generation.
Similarly, Invariant and Equivariant Representations (IER-
Distill) [41] utilize knowledge distillation to incorporate

meaningful inductive biases into the base feature extractor.
IER incorporates both invariance and equivariance inductive
biases of certain geometric transformations. Unlike RFS,
IER employs a multi-head distillation over standard super-
vised distillation. Liu et al. [30] learn a base embedding
model by unifying the two-stage training in RFS-Distill us-
ing online self-distillation. We incorporate shape bias by
distilling features in latent space and model decisions be-
tween two networks trained synchronously.

Overcoming Biases in FSL: The biases affecting the gen-
eralization of conventional DNNs create a larger impact on
the FSL setup. Ringer et al., study the effects of texture
bias illustrated by Convolutional Neural Networks (CNN)
in FSL [40] and address the same by modifying the training
data with a combination of non-texture and texture-based im-
ages. The image background also serves as a shortcut in the
FSL scenario and impacts classification performance. Luo
et al. [31] mitigates the problem by sampling the foreground
and original images in the training and testing phases. Fi-
nally, even though the feature distribution of the base classes
used in pretraining FSL models is well defined, the distri-
bution is affected by the domain shift incurred by the novel
classes. Tao et al. [52] propose Distribution Calibration
Module (DCM) and Selected Sampling (SS) to mitigate
class-agnostic and class-specific bias, respectively, in the
meta-testing phase. However, LSFSL utilizes the implicit
shape information in the training data with alignment ob-
jectives that aid in improving the generalization of few-shot
models by learning global features.

Shape Bias in FSL: Stojanov et al. [48] illustrates the
effectiveness of incorporating explicit shape bias for few-
shot classification. The method learns a point cloud and
image embedding on the base classes using 3D point cloud
data and image data, respectively. However, the evaluation
includes the nearest centroid classifier on the average of both
embeddings of the query images. Unlike Stojanov et al. [48],
LSFSL does not require any additional synthetic 3D object
dataset for FSL and does not enforce any restrictions on the
potential applications of incorporating shape bias.

3. Methodology
We formulate the FSL setup to train few-shot classifiers

and then describe our proposed methodology to develop
shape-aware few-shot classifiers.

3.1. Preliminaries

Generally, FSL for classification involves two steps: pre-
training and meta-testing. In the pretraining step, model
M comprising a backbone feature extractor fΦ and fully-
connected layers gΘ is trained on base classes Nb from a
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Figure 1. LSFSL pipeline illustrating the pretraining and meta-test training pipeline. The pretraining stage incorporates the shape bias to
address the few-shot model bias to texture. The shape semantics, h(x), are obtained by applying a Sobel edge operator on the RGB input
image, x. The meta-testing train stage fits a logistic regression on the RGB image features from the RIN model.

base dataset Db = {(xi, yi)}Bi=1. The classification loss
function LCER and the parameter regularization term ℜ
used to pretrain the model is given by,

M = argmin
Φ,Θ

EDb
[LCER (Db; Φ,Θ)] + ℜ(Φ,Θ) (1)

The pretraining strategy employs meta-learning [6,13,44]
or standard supervised (non-meta) learning [41, 53] training
setup. The meta-testing phase utilizes a dataset Dm with
unseen novel classes to the classes in Db. The meta-testing
phase includes a series of few-shot tasks with data sampled
from Dm. Each task contains a meta-test training and meta-
test testing step using the support set S = (Dtrain

i )Ni=1 and
the query set Q = (Dtest

i )Ni=1, respectively. N is the total
number of tasks in the meta-testing phase. Each support set
contains Nf unique novel classes and kf examples per class.
Therefore, each few-shot task is represented as a Nf -way,
kf -shot task.

In the meta-test train phase, the pretrained model M acts
as a fixed feature extractor utilizing fΦ or is fine-tuned by
updating specific layers or the entire model in meta-testing.
The embeddings of fΦ are used to train a simple classifier gθ
such as a logistic regression or a support vector machine [53].
Additionally, in certain cases, the embeddings are classified
using non-parametric classifiers like nearest neighbor by
estimating class prototypes [44]. Lm is the loss function of
the meta-test train phase with parameter regularization ℜ.

Ψ = argmin
Ψ

ES

[
Lm

(
Dtrain; Ψ

)]
+ ℜ(Ψ) (2)

where Ψ is given by,

Ψ =


[ΦT , θT ]T if both Φ and θ are trainable
[θ] if θ is trainable
[Φ] if Φ is trainable

(3)

The overall objective is to minimize the average test error
over the distribution of the meta-test test set. The query set
is sampled from the same distribution as the corresponding
support set.

EQ

[
Lm

(
Dtest; Ψ

)]
(4)

3.2. Incorporating Shape Awareness

With the use of CNNs in majority of classification tasks
[46], the models are prone to learn local information [15].
This substantially affects generalization, even with the slight-
est perturbations, changes in background data, statistical
irregularities, or color schemes. This effect is further exacer-
bated in few-shot settings, as the distribution shift between
the training and testing class is more prevalent [4, 40]. This
calls for a more robust model for few-shot learning. Unlike
CNNs, the human visual system is robust and recognizes
objects under different conditions using fewer data. Studies
have attributed this human behavior to cognitive biases of
the brain or to gathered prior knowledge. The presence of
cognitive biases helps to focus on the global discriminative
shape features for recognition [16, 28]. Motivated by this,
we propose to impart an additional bias in the form of a
shape on top of the generic inductive biases of CNNs at the
learning stage.

We propose LSFSL, an approach to develop shape-
aware FSL models leveraging the implicit shape information
present in the RGB input image. Unlike [48], we do not
utilize additional datasets to develop shape-aware models.
We incorporate the shape information into the model dur-
ing the pretraining stage. Our LSFSL model synchronously
trains two networks: RIN (standard RGB Input Network)
and SIN (Shape Input Network), by distilling shape knowl-
edge between the networks [18]. Each network comprises a
backbone feature extractor followed by fully-connected lay-
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Algorithm 1 LSFSL: Training Algorithm

Input: dataset D, randomly initialized RIN model R
with feature extractor fΦ and classifier gΘ, randomly
initialized SIN model S with feature extractor fϕ and
classifier gω, epochs E, softmax operator σ, stop-grad
operator SG, cross-entropy loss CE, Kullback-Leibler
divergence loss KLD, mean square error MSE, Sobel
edge operator h, feature alignment loss factors (γr, γr) ,
decision alignment loss factors (λr, λs)

1: for epoch e ∈ {1, 2, .., E} do
2: sample a mini-batch (x, y) ∼ D
3: xshape = h(x)
4: zΦ = fΦ(x)
5: zϕ = fϕ(xshape)
6: R(x) = gΘ(fΦ(x))
7: S(h(x)) = gω(fϕ(h(xshape)))
8: LCER = CE(σ(R(x)), y)
9: LCES = CE(σ(S(h(x))), y)

10: LFAR = MSE(zΦ, SG(zϕ)) ▷ (Eq. 5)
11: LFAS = MSE(SG(zΦ), zϕ) ▷ (Eq. 6)
12: LFA = γrLFAR + γsLFAS ▷ (Eq. 7)
13: LDAR = KLD(σ(R(x))), SG(σ(S(h(x)))) ▷ (Eq. 8)
14: LDAS = KLD(SG(σ(R(x))), σ(S(h(x)))) ▷ (Eq. 9)
15: LDA = λrLDAR + λsLDAS ▷ (Eq. 10)
16: L = LCER + LCES + LFA + LDA ▷ (Eq. 11)
17: Update parameters of R and S based on L using Stochas-

tic Gradient Descent (SGD)
18: end for
19: return RIN model R

ers for classification. The SIN network is fed with an image
with enhanced shape semantics to extract the shape informa-
tion pertaining to the data. To extract the shape information,
we employ the Sobel edge operator [45], which identifies
the shape information through discrete differentiation from
the RGB input image in a computationally inexpensive way.
As shown in Figure 1, a standard input image x and an im-
age with shape semantics h(x) are passed to the RIN and
SIN networks, respectively. LSFSL employs two bias align-
ments to distill shape information from SIN to RIN. The bias
alignments: backbone feature alignment LFA and decision
alignment LDA force RIN to focus on enhanced shape se-
mantics. This approach of learning the shape information
along with the standard biases aids in achieving robust rep-
resentation in the RIN network by aggregating information
from RGB and the edge input image.

The feature embeddings from RIN backbone fΦ and the
SIN backbone fϕ for a batch of training images x are repre-
sented as zΦ and zϕ, respectively. The Sobel-operated shape
image is represented as h(x). Bias alignments are bidirec-
tional, as noticed, SIN requires certain texture information to
improve generalization (Equation 6) and vice versa distills

shape knowledge to RIN (Equation 5).

LFAR = E[∥zΦ − stopgrad(zϕ)∥22] (5)

LFAS = E[∥stopgrad(zΦ)− zϕ∥22] (6)

Therefore, putting Equation 5 and Equation 6 together, a
strict alignment of the backbone features of RIN and SIN is
accomplished using mean squared error (MSE) as follow,

LFA = γrLFAR + γsLFAS (7)

where γr and γs control the influence of texture and shape on
the final loss. This alignment of backbone features ensures
that the earlier stages of RIN are more shape-aware in the rep-
resentation space. Therefore, the feature alignment captures
the generic feature representations unaffected by changes in
the color schemes, perturbations, and backgrounds.

The decision alignment, LDA, is used to align the de-
cision boundary of RIN and SIN. Enhancing the decision
boundary of RIN with SIN forces RIN to utilize shape infor-
mation for classification. Hence, LDA forces the RIN to be
less susceptible to learning from the shortcut cues in the data,
such as color schemes and background information. The bi-
directionality in decision alignment incorporates Kullback-
Leibler divergence DKL individually for each component,
as given in Equation 8 and Equation 9.

LDAR = DKL(σ(R(x))∥stopgrad(σ(S(h(x)))) (8)

LDAS = DKL(stopgrad(σ(R(x)))∥σ(S(h(x))) (9)

LDA = λrLDAR + λsLDAS (10)

where R(x) and S(h(x)) are the output logits from RIN
and SIN, respectively. σ is softmax operator. λr and λs

control the influence of distilling shape to RIN and texture
to SIN, respectively. Therefore, decision alignment reduces
the vulnerability of RIN to learning from superficial cues.

LCER and LCES are the cross-entropy loss for classify-
ing the input images by RIN and SIN, respectively. This
standard supervision loss improves the generalization of
both networks. The overall loss for training shape-aware
FSL model using LSFSL is given by,

L = LCER + LCES + LDA + LFA (11)

The training algorithm for the proposed LSFSL approach
is provided in Algorithm 1. The meta-testing phase utilizes
only the shape-aware RIN model that aggregated shape in-
formation in addition to other inductive biases. The model
trained by the aforementioned procedure can be enhanced
using sequential knowledge distillation [53] (Algorithm 2) or
online self-distillation [30] (Algorithm 3). This type of train-
ing is a generic procedure and extendable to both non-meta
(Section 5) or meta-learning-based models (Section 9).
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Model miniImageNet tieredImageNet CIFAR-FS FC100

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

C
on

v
bl

oc
k MAML1 [13] 48.70±1.84 63.11±0.92 51.67±1.81 70.30±1.75 58.90±1.90 71.50±1.00 38.10±1.70 50.4±1.00

PN2 [44] 49.42±0.78 68.20±0.66 53.31±0.89 72.69±0.74 55.50±0.0.70 72.00±0.6 35.30±0.60 48.60±0.60

RN3 [50] 50.44±0.82 65.32±0.70 54.48±0.93 71.32±0.78 55.00±0.10 69.30±0.80 - -
R2D24 [7] 51.20±0.60 68.80±0.10 - - 65.30±0.20 79.40±0.10 - -

W
R

N
-2

8-
10 Boosting [17] 63.77±0.45 80.70±0.33 70.53±0.51 84.98±0.36 73.62±0.31 86.05±0.22 - -

Fine-tuning [10] 57.73±0.62 78.17±0.49 66.58±0.70 85.55±0.48 76.58±0.68 85.79±0.50 43.16±0.59 57.57±0.55

LEO† [42] 61.76±0.08 77.59±0.12 66.33±0.05 81.44±0.09 - - - -
AWGIM [19] 63.12±0.08 78.40±0.11 67.69±0.11 82.82±0.13 - - - -

R
es

N
et

-1
2

TEWAM [35] 60.07±na 75.90±na - - 70.4±na 81.30±na - -
Shot-Free [37] 59.04±na 77.64±na 63.52±na 82.59±na - - - -
MetaOptNet [29] 62.64±0.61 78.63±0.46 65.99±0.72 81.56±0.53 72.60±0.70 84.30±0.50 41.10±0.60 55.50±0.60

DSN-MR [43] 64.60±0.72 79.51±0.50 67.39±0.82 82.85±0.56 - - - -
TADAM [33] 58.50±0.3 76.70±0.3 - - - - 40.10±0.40 56.10±0.40

PN [31] 61.19±0.40 76.50±0.45 - - - - - -
FSL [53] 62.02±0.63 79.64±0.44 69.74±0.72 84.41±0.55 71.50±0.8 86.0±0.5 42.60±0.7 59.10±0.6

LSFSL (Ours) 64.67±0.49 81.79±0.18 71.17±0.52 86.23±22 73.45±0.27 87.07±0.17 43.60±0.11 60.12±0.17

Table 1. 5-way few-shot performance in FSL benchmark datasets. The backbone feature extractors are provided in the first column. The
superscripts indicate models with convolutional blocks as feature extractors. 1four Conv blocks with 32 filters each, 2four Conv blocks with
64 filters each, 3four Conv blocks with 64-96-128-256 filters, and 4four Conv blocks with 96-192-384-512 filters. †is trained on train and
validation splits. FSL is the baseline RFS model and LSFSL is the shape-distilled RFS model trained using our proposed approach.

4. Experimental Setup

We report results on the following FSL benchmark
datasets: miniImageNet [54], tieredImageNet [39], CIFAR-
FS [8], and FC100 [33].

miniImageNet incorporates 100 randomly sampled cat-
egories from ImageNet and 600 images per category. The
train, validation, and test splits of the categories are 64, 16,
and 20, respectively.

tieredImageNet encompasses 34 super-classes spanning
608 ImageNet classes, making it more challenging than mini-
ImageNet. The train, validation, and test splits based on the
super-class/class combinations are 20/351, 6/97, and 8/160

CIFAR-FS is derived by randomly splitting CIFAR-100
into 64, 16, and 20 classes for the train, validation, and test
set, respectively.

FC100 splits CIFAR-100 based on super-classes similar
to tieredImageNet. The train, validation, and test splits are
60, 20, and 20, respectively.

We demonstrate the utility of shape awareness instilled
by LSFSL by training a prominent FSL method, RFS [53]
in the LSFSL framework. In pretraining, the RGB images
are passed to RIN after applying random crop, random hor-
izontal flip with probability 0.5, and color jitter with 0.4
brightness factor, contrast factor, and saturation factor. The
shape images are generated by applying the Sobel filter to the
RGB image upsampled by 2. This is followed by applying

a random crop and a random horizontal flip corresponding
to the RGB image to the shape input. The crop size for the
CIFAR-100 derivatives is 32×32, and that for the ImageNet
derivatives is 84 × 84. For experiments on miniImageNet,
CIFAR-FS, and FC100, we train for 65 epochs with 0.1
learning rate decay factor at epoch 60. For experiments on
tieredImageNet, we train for 60 epochs with 0.1 learning
rate decay after 30, 40, and 50 epochs. All experiments use
an SGD optimizer and a ResNet-12 backbone. RFS base-
line results are replicated using the implementation details
from [53].

In the results and analyses sections followed, the FSL
baseline model represents the RFS baseline results, and LS-
FSL represents LSFSL enhanced RFS results unless stated
otherwise. For LSFSL, the meta-testing train stage for each
randomly sampled task involves training a logistic regression
classifier using the support RGB image features from the
pretrained and fixed backbone. The meta-testing test reports
the classification accuracy on 15 query samples per class
over 600 randomly sampled tasks. The few-shot classifica-
tion 5-way accuracies and standard deviations are reported
across 3 runs for all experiments unless stated otherwise.

5. FSL Performance

We evaluate the few-shot performance in 5-way 1-shot
and 5-way 5-shot settings for all baseline methods and the
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Model Shot miniImageNet Tinted-miniImageNet

Q S PT PT+Q PT+S

FSL 1 62.02±0.63 59.05±0.74 55.50±0.67 46.70±0.27 40.18±1.03 31.34±0.06

LSFSL 64.67±0.49 62.15±0.64 62.53±0.46 48.79±0.03 45.94±0.51 33.39±0.19

FSL 5 79.64±0.44 74.87±0.09 68.78±0.23 66.02±0.25 50.47±1.13 37.50±0.44

LSFSL 81.79±0.18 77.91±0.26 79.24±0.16 66.34±0.46 58.51±0.46 44.99±0.50

Table 2. Comparison of FSL baseline RFS model and LSFSL-trained counterparts on varying degrees of class-specific tinted-miniImageNet
in the 5-way setting. The tints are applied on the query set (Q), support set (S), and only the base dataset in the pretraining stage (PT),
pretraining and meta-test training stage (PT + S), pretraining and meta-test test set (PT+Q) in increasing order of presence of spurious
correlations.
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Figure 2. Comparative evaluation of susceptibility of models pre-
trained and meta-test trained on miniImageNet images to local
texture information in the 5-way setting. FSL is the baseline RFS
model and LSFSL is the shape-distilled RFS model trained using
our proposed approach.

LSFSL model in Table 1. It can be seen that LSFSL, with
shape semantics, demonstrates a performance gain of 1−2%
over the FSL baseline model as well as other state-of-the-
art FSL methods across all datasets, including the more
challenging FC100 and tieredImageNet datasets. FSL base-
line model containing ResNet-12 backbone and trained by
leveraging shape outperforms methods having WRN-28-10
backbone (3 times more parameters than ResNet-12). This
indicates that distilling shape semantics to RIN by aligning
with the SIN improves overall performance. The shape se-
mantics act as an additional supervision to RIN and improve
generalization.

6. Shortcut Learning
Shortcut learning refers to the tendency of DNNs to learn

trivial patterns in the data. The decision rules learned in such
a scenario substantially impede the generalization of DNNs
to real-world scenarios [15]. These patterns can be of various
forms: spurious correlations through tints [23], statistical

irregularities introduced through Fourier transforms [24],
and texture [40]. We look at the impact of learning shape
semantics on reducing the susceptibility of DNNs to short-
cut learning in FSL. All shortcut learning analyses are on
miniImageNet unless mentioned otherwise.

6.1. Texture Bias

Unlike humans, DNNs strongly depend on local texture
information to recognize objects [16]. To test the impact of
learning shape semantics on texture bias in FSL, we evaluate
the models pretrained and meta-test trained with miniIm-
ageNet images on texture-biased query images (stylized-
miniImageNet), generated following the protocol in [22].
Specifically, we randomly select a texture from available
texture pattern images and transfer the query image with
texture transfer strength ranging between 0.1 and 1.0. Fig-
ure 2 demonstrates that the shape semantics learned by the
LSFSL framework help the network look beyond the local
texture features and consistently outperform the baseline in
all texture transfer strengths.

6.2. Spurious Correlation Analysis

Training data collected in real-world scenarios include
various inadvertent superficial cues. DNNs tend to learn the
class correlation with these cues and therefore illustrate a
limited generalization [15]. We test the ability of LSFSL
models trained with shape awareness to resist learning spu-
rious correlations by analyzing the generalization across 5
different scenarios of tints. Table 2 illustrates performance
under increasing levels of spurious correlations introduced
through class-specific tints, arranged from left to right in
ascending order. We observe that the shape-aware LSFSL
model significantly outperforms the corresponding baseline
without shape awareness in all scenarios, even in the ex-
treme scenarios of spurious correlations, i.e., PT+Q and
PT+S. Thus, the shape-aware LSFSL-trained models are less
susceptible to spurious correlations in the data.
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Figure 3. Comparative evaluation of susceptibility to statistical
regularities of models pretrained and meta-test trained on mini-
ImageNet images in the 5-way setting. The meta-test testing is
performed on the Fourier low-pass filtered query images of varying
filter radius in the 5-way setting. FSL is the RFS model and LS-
FSL is the shape-distilled RFS model trained using our proposed
approach.

6.3. Statistical Regularity Analysis

Humans rely on high-level abstractions and structure in
the data to recognize objects, whereas DNNs tend to learn
statistical regularities that affect generalization in challeng-
ing testing scenarios [24]. We test the impact of distilling
shape as an inductive bias on susceptibility to statistical reg-
ularities by evaluating query images after applying a radial
low-pass Fourier filter at increasing severities. This filter
preserves the visible high-level abstractions for human recog-
nizability, but introduces a superficial statistical regularity by
removing high-frequency components. Visualizations of the
Fourier transformed images can be found in Appendix A.2.
Figure 3 shows that shape-aware LSFSL models are less sus-
ceptible to statistical regularities than baseline models that
lack shape awareness. We contend that the shape awareness
introduced by LSFSL models confronts the vulnerability of
DNNs to learn shortcuts and takes a positive step towards
the human perception of processing high-level and structural
information to recognize objects. Therefore, LSFSL lever-
ages shape semantics to reduce the vulnerability of DNNs
to shortcut cues such as texture, spurious correlations, and
statistical regularities in FSL.

7. Robustness

Perturbations imperceptible to humans to input images
result in adversarial examples that affect the generalization
of DNNs and compromise the integrity of intelligent systems
in safety-critical real-time applications. This complicates de-
veloping robust classifiers using only a few training samples,
a scenario desired by many users [49]. In contrast to DNNs,
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Figure 4. Comparative evaluation of few-shot performance in the 5-
way setting on adversarial query images of miniImageNet generated
using Square attack at multiple strengths. FSL and LSFSL are the
baseline and shape-aware RFS models trained using our proposed
approach, respectively.

humans are robust to adversarial examples [38] and also learn
to adapt quickly to new tasks with limited samples. This
is attributed to cognitive biases in the brain [34]. We study
the utility of distilling shape semantics as an inductive bias
in generalizing to adversarial examples. The query images
are perturbed using a complex black box, Square [1] attack
at multiple perturbation strengths. Figure 4 illustrates that
LSFSL-trained models are more robust to adversarial query
images. Therefore, the shape-aware counterparts of the base-
line FSL methods are less prone to adversarial attacks due
to learning high-level shape semantics information.

8. Ablation Study

Earlier, we saw that instilling shape bias into the FSL
models brings discernible benefits. We investigate the impact
of each component of the LSFSL framework individually.
Table 3 reports the contribution of each alignment term in
Equations (5), (6), (8) and (9) to FSL performance. Each
alignment improves the accuracy by a considerable amount.
However, the decision and backbone alignment provides a
significant few-shot performance boost. Therefore, in addi-
tion to improving FSL performance, the alignment objectives
help reduce susceptibility to shortcut cues such as texture
bias, spurious correlations, and statistical regularities.

9. Generalization to Meta-learning

We illustrated earlier that incorporating shape information
using LSFSL increases the generalization and robustness in
various few-shot settings over RFS, a non-meta learning-
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LCER LCES LDAR LDAS LFAR LFAS 1-shot 5-shot

✓ 62.02±0.63 79.64±0.44

✓ ✓ ✓ 63.86±0.54 81.07±0.29

✓ ✓ ✓ 62.56±0.51 80.72±0.26

✓ ✓ ✓ ✓ 63.90±0.55 81.25±0.19

✓ ✓ ✓ 63.03±0.48 80.86±0.29

✓ ✓ ✓ 62.89±0.72 81.00±0.25

✓ ✓ ✓ ✓ 63.44±0.59 81.24±0.15

✓ ✓ ✓ ✓ ✓ ✓ 64.67±0.49 81.79±0.18

Table 3. Ablation study to illustrate the effect of each component of the decision and backbone feature alignments. The study is performed
using the miniImageNet dataset in a 5-way setting. RFS baseline FSL model is trained using the proposed LSFSL approach.

Model miniImageNet Tinted-miniImageNet

1-shot 5-shot 1-shot 5-shot

FSL 61.19±0.40 76.50±0.45 25.92±0.24 28.67±0.14

LSFSL 62.44±0.77 77.62±0.48 29.49±0.18 32.35±0.25

Table 4. Comparative evaluation of few-shot performance between
conventional PN (indicated as FSL) and PN with shape bias dis-
tilled using LSFSL. The results are reported on 5-way setting.
tinted-miniImageNet provided below incorporates tints in the query
samples whereas the support images are without tint.

based training setup. To evaluate LSFSL utility with meta-
learning-based approaches, we considered adding LSFSL
to the frequently reported Prototypical Networks (PN) [44]
FSL approach. The model is trained for 120 epochs with
a learning rate of 0.05 and 1000 tasks per training epoch.
The meta-test train estimates the prototypes from the sup-
port set image features and classifies using the nearest class
prototype in the meta-test testing step. The meta-test test
accuracy is reported as an average across 5 runs. Each run
incorporates 2000 tasks with 15 query images per class in a
task. The FSL performance is reported in Table 4. It is clear
that we improve performance and reduce the susceptibility to
learning shortcuts in the form of color schemes and texture.
Thus, it is evident that our approach can be extended to both
meta-learning and non-meta-learning-based FSL settings.

10. Conclusion

We propose an approach, LSFSL, that incorporates one
of the cognitive biases to address the susceptibility of few-
shot models to spurious cues and texture information. This
vulnerability is particularly detrimental in the FSL paradigm
compared to conventional learning scenarios. Our shape-
aware few-shot classifiers outperform the state-of-the-art
methods across multiple FSL benchmarks in both 5-way
5-shot as well as 5-way 1-shot classification tasks. Addition-
ally, the LSFSL approach demonstrates improved robustness

against adversarial attacks and reduced sensitivity to shortcut
cues, such as local texture information, spurious correlations,
and statistical irregularities. Integrating shape semantics
as an inductive bias leads to learning higher-level abstrac-
tions, thereby promoting both generalization and robustness.
Lastly, we demonstrate the compatibility of our pipeline
with both meta and non-meta-based FSL approaches. Our
work aims to shed light on the untapped capabilities of DNN-
based classifiers in low-data settings that are practical for
real-world use, and we hope it opens up avenues for further
research in this direction.
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