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## Abstract

Unsupervised domain adaptation (UDA) addresses the problem of distribution shift between the unlabeled target domain and labeled source domain. While the single target domain adaptation (STDA) is well studied in both 2D and 3D vision literature, multi-target domain adaptation (MTDA) is barely explored for 3D data despite its wide real-world applications such as autonomous driving systems for various geographical and climatic conditions. We establish an MTDA baseline for 3D point cloud data by proposing to mix the feature representations from all domains together to achieve better domain adaptation performance by an ensemble average, which we call Mixup Ensemble Average or MEnsA. With the mixed representation, we use a domain classifier to improve at distinguishing the feature representations of source domain from those of target domains in a shared latent space. In extensive empirical validations on the challenging PointDA-10 dataset, we showcase a clear benefit of our simple method over previous unsupervised STDA and MTDA methods by large margins (up to 17.10% and 4.76% on averaged over all domain shifts). We make the code publicly available here\(^1\).

\(^1\)https://github.com/sinAshish/MEnsA_mtda

## 1. Introduction

For real-world applications ranging from a surveillance system to self-driving cars, deep learning (DL) for 3D data has made significant progress in a wide variety of tasks including classification, segmentation, and detection [10, 16, 33, 49, 55]. Despite the impressive success of DL on 2D vision tasks, its success in 3D data regime involving point cloud data is yet limited by several factors as follows. First, as the point clouds usually do not come with color or textural information, it is not trivial to encode the visual appearances of the structure. Second, annotation cost for 3D is more expensive than that in 2D; the annotation of 3D point clouds may require several rotations, which sometimes is non-trivial due to partial occlusions. Third, the domain gap that arises from the difference in distribution between the original training data (source domain) and the deploying environment (target domain) is larger than that of 2D data owing to the characteristic of 3D geometry [19].

In this work, we address the challenge of reducing the domain gaps for 3D point cloud data, which alleviates the need for extensive annotation across all domains. Specifically, we focus on unsupervised domain adaptation (UDA), that involves transferring knowledge from a label-rich domain, i.e., source domain to a label-scarce domain, i.e., target domain to reduce the discrepancy between source and target data distributions, typically by exploiting the domain-invariant features [11, 14, 22, 47]. Unfortunately, most of the existing literature on UDA primarily focuses on 2D data.

The mortality risk and associated costs of conducting real-world experiments for autonomous driving and robotics systems have led to the increasing prevalence of synthetic data, particularly 3D data, in the research community [43]. This necessitates the need to develop effective domain adaptation methods for 3D data across different domains, including real-to-sim or sim-to-real adaptation, to ensure successful deployment in real-world scenarios.

There are numerous works addressing the single-target domain adaptation (STDA) for 3D point clouds [1, 19, 36]. However, when 3D point cloud data of objects is collected under different environmental conditions using various depth cameras or LiDAR sensors for autonomous driving cars, it results in differences in statistical properties such as point cloud density, noise, and orientation. As a result, there is a pressing need for developing Multi-target Domain Adaptation (MTDA) methods, specifically for 3D point cloud data. Despite the well-studied 2D data regime [6, 13, 30], MTDA in 3D point cloud domain remains an unexplored area in the literature.

In the context of both STDA and MTDA, if the category configurations are identical across all domains, one straightforward solution could be to extend STDA to MTDA by...
using one model per target domain. However, at inference time, it becomes challenging to determine the appropriate model to use when information about the target domain is not available. Moreover, as the number of target domains increases, the computational complexity increases accordingly. Additionally, the model may experience catastrophic forgetting [21,39,44], that involves a neural network trained on a particular task forgetting the previously learned information when trained on a new task. As a result, the network’s performance on the initial task deteriorates. This can be a significant challenge when adapting models to multiple target domains, as the model must be able to generalize well across all domains without forgetting the previously learned information. Therefore, we argue that it is preferable to have a single model that can adapt to multiple targets. Hence, we propose to learn a single MTDA model for 3D point cloud. We illustrate the differences between STDA and MTDA in Figure 1.

To learn a single MTDA model, we first model the multiple N targets as a random variable. We then generate shared information between source and N target domains as N realizations of the shared representations by mixing them. Then, we propose to take an ensemble average of the shared (i.e., mixed) representation for training a model that is invariant to multiple domains, calling it Mixup Ensemble Average or MEnsA. The shared representations are learned in a latent space for its low domain gaps [53] in a min-max manner; maximizing the mutual information (MI) in the embedding space between the domains and domain-specific information while minimizing the MI between the domains and the domain-invariant information [13]. We show that our proposed method outperforms several STDA and MTDA approaches proposed for both 2D and 3D regimes on the multiple target domains evaluated on challenging PointDA-10 benchmark dataset [36] by large margins. In summary, we present the following contributions:

- We show that a straightforward extension of domain adaptation methods designed for STDA, in particular 2D data, is non-trivial and does not transfer well to MTDA, specifically in the case of 3D data.
- We propose a simple and novel ensemble-average based mixup approach, named MEnsA, to address the challenging yet unaddressed task of adapting a single model across multiple target domains by learning on a single source domain, on point cloud data.
- Extensive validations on PointDA-10 dataset demonstrates a significant benefit of our simple approach over previous unsupervised STDA and MTDA methods by large margins (up to 17.10% and 4.76% on averaged over all domain shifts).
- To the best of our knowledge, this is the first work that benchmarks and addresses the task of MTDA on 3D data, specifically 3D point clouds.

2. Related Work
2.1. 3D Point Clouds
3D visual data is represented in various ways; 3D mesh, voxel grid, implicit surfaces and point clouds. Deep neural networks (DNNs) have been employed to encode the different modalities of 3D data [9, 27, 29, 40, 48]. Among them, point clouds, represented by a set of \( \{x, y, z\} \) coordinates, is the most straightforward modality to represent 3D spatial information. PointNet [33] was the pioneering model to encode point clouds, taking advantage of a symmetric function to obtain the invariance of point permutation. But it ignores the local geometric information, which may be vital for describing the objects in 3D space. PointNet++ [34] proposed to stack PointNets hierarchically to model neighborhood information and increase model capacity. PointCNN [24] proposed \( \chi \)-Conv to aggregate features in local patches and apply a bottom-up network structure like typical CNNs. Re-
cent works [16, 52] propose to attend to point-point interactions using self-attention layers and achieve state-of-the-art accuracy on “supervised” classification and segmentation tasks.

Despite the wide usage, point cloud data suffers from labelling efficiency. In real-world scenario, some parts of an object may be occluded or lost (e.g., chairs lose legs) while scanning from acquisition devices, e.g., LIDAR, making annotation difficult. To alleviate the annotation cost, unsupervised domain adaption (UDA) method for point clouds could be a remedy.

### 2.2. Single Target Domain Adaptation (STDA)

STDA is an unsupervised transfer learning approach which focuses on adapting a model to perform accurately on unlabeled target data while using labelled source data. Most of the prior works are proposed for 2D data [12, 26, 41, 42]. They are categorized as (1) adversarial, (2) discrepancy, and (3) reconstruction-based approaches. The adversarial approach refers to a model with a discriminator and a generator, where the generator aims to fool the discriminator until the discriminator is unable to distinguish the generated features between the two domains [8, 12, 35, 42]. These approaches have been proposed using either gradient reversal [12] or a combination of feature extractor and domain classifier to encourage domain confusion. The discrepancy based approaches [26] rely on measures between source and target distributions that can be minimized to generalize on the target domain. The reconstruction-based approaches focus on the mapping of the source domain to the target domain data or vice versa [3, 18]. They often rely on the use of GAN [15] in order to find a mapping between source and target.

The STDA methods for 3D point clouds include a self-adaptive module for aligning local features [36], deformation reconstruction as a pretext task [1] or generating synthetic data from source domain to closely match data from target domain [19]. Recent works [1, 19, 38, 46, 54] have been proposed which either use an augmentation method as a self-supervised task or generate synthetic data from source domain to mimic the target domain for UDA on point-clouds in a STDA setting. Nevertheless, extending these approaches in MTDA scenario is not straightforward.

### 2.3. Multiple Target Domain Adaptation (MTDA)

MTDA requires adapting a model to perform accurately across multiple unlabeled target domains using labelled data from a single source domain. However, the existing MTDA literature has primarily focused on 2D data [6, 13, 30], where they either use target domain labels [13] or not [6, 25, 30, 32]. Gholami et al. [13] proposed an approach to adapt to multiple target domains by maximizing the mutual information between domain labels and domain-specific features while minimizing the mutual information between the shared features. Chen et al. [6] proposed to blend multiple target domains together and minimize the discrepancy between the source and the blended targets. Liu et al. [25] proposed to use a curriculum learning based domain adaptation strategy combined with an augmentation of feature representation from a source domain to handle multiple target domains. Nguyen et al. [30] proposed to perform UDA by exploiting the feature representation learned from different target domains using multiple teacher models and then transferring the knowledge to a common student model to generalize over all target domains using knowledge distillation. Although effective on 2D vision tasks, these methods often fail to generalize well on 3D vision tasks due to their design that focuses on images, and disregards local geometric information, and the problem of catastrophic forgetting that can occur during alternate optimization [30]. Consequently, MTDA for 3D vision tasks remains an underexplored research area despite its numerous real-world applications. Thus, we propose the first MTDA method for 3D point cloud.

### 3. Approach

#### 3.1. Overview

Ganin et al. [12] argues that representations that are indistinguishable between the source and target domains are crucial for domain invariant inference. In the context of image classification [50, 51], a common data augmentation technique known as “mixing” or linear interpolation of two images has been employed to make two samples indistinguishable from each other. However, when considering domain-invariance of point clouds, directly mixing the input point clouds presents a challenge, as not all points are equally important in describing the object, and it is not trivial to determine which points to mix and which points to exclude. Instead, we encode the point clouds using a DNN, which implicitly weighs the important points and their point-point interactions, and use the embeddings for mixing. As argued in [50, 51], mixing can act as an effective regularizer for guiding the model to be discriminant of source domain from the target domains for point clouds, while remaining indiscriminant of the domain shifts across multiple domains. This enables a model to generalize across multiple domains.

We illustrate the overview of our proposed MTDA approach MEnsA in Figure 2. We employ an adversarial training strategy [12] to reduce the distribution shifts across multiple domains, using gradient reversal for the domain confusion loss. Specifically, we first encode the point clouds by the feature extractor module $F$ using a variant of the node attention module proposed in PointDAN [36]. This module $F$ preserves both local geometric structures and the
global relations between the local features, resulting in a tensor $F_T$ that is split into two branches. The first branch, a domain classifier $D$, is composed of a Gradient Reversal Layer (GRL) [12] and a fully connected layer. The GRL helps in building a feature representation of the raw input $X'$ that is good enough to predict the correct object label $Y$, but such that the domain label of $X'$ cannot be easily deduced from the feature representation. This promotes domain confusion, where the feature extractor $F$ attempts to confuse the domain classifier $D$ by bridging the two distributions closer. The second branch is an object classifier $C$ consisting of a fully connected layer and a SoftMax activation function. $D$ uses $F_T$ to classify the feature representations into source or target domain, while $C$ classifies them into $K$ classes. Thus, $F$ is adversarially trained by minimizing the object classifier’s classification and maximizing the domain classifier’s classification loss. Our model’s core is the domain mix-up module, which is explained in detail in the following section.

### 3.2. Domain Mixup Module

Inspired by the mixup [51] approach for 2D data, we propose to mix the feature embeddings obtained by $F$, but from multiple domains in the latent space. Unlike the methods for 2D data where the input images are blended by an alpha factor [5, 50], we propose mixing the feature embeddings, since the feature embeddings from the deeper layers of the network contains information about the global shape of the point cloud and local point-point interaction, as demonstrated in [46] applied to STDA set-up. Specifically, we linearly interpolate the source ($F_s$) and target feature ($F_{T_i}$) embeddings to obtain $F_i^m$ and the corresponding mixed soft domain labels $L_i^m$ as:

$$F_i^m = \lambda F_s + (1 - \lambda)F_{T_i}, \quad (1)$$

$$L_i^m = \lambda L_s + (1 - \lambda)L_{T_i}, \quad (2)$$

where $L_s$ and $L_{T_i}$ denote the domain labels of source and target domain which are set to 1 and 0, respectively. The use of soft labels is essential in creating a continuous probability distribution that indicates the likelihood of a sample belonging to a particular domain. Unlike hard domain labels that limit the classification of samples to just one domain, soft labels promote the learning of domain-invariant features that are useful for both domains and not biased towards one or the other.

The linear interpolation of feature embeddings serves two purposes. Firstly, it helps create a continuous domain-invariant latent space, enabling the mixed features to be mapped to a location in-between the latent space of source and target domain [2]. This continuous latent space is crucial for domain-invariant inference across multiple domains. Secondly, it acts as an effective regularizer, helping
the domain classifier $D$ improve in predicting the soft scores for domains (source or target) of the mixed feature embeddings $F_i^m$, similar to [50, 51]. Since our approach involves multiple target domains, we model domain-invariant representation obtained by the mixup $F_i^m$ as a random variable. By using multiple realizations of the ‘mixup’ representation for different domains, we learn domain-invariant information that is robust to domain shifts.

Baseline mixup (Sep). The standard approach for utilizing the stochastic realization of mixed embeddings, involves mixing the feature embeddings of the source domain $S$ and each of the target domains $T_i$ from a set of target domains $T$ to train a model. Specifically, each mixup feature is fed into the domain classifier $D$ separately for each of the target domains $T_i$, which predicts a soft score, i.e., the mixup ratio for source $S$ and target domain $T_i$. Then, the cross-entropy loss is calculated and back-propagated over the Gradient Reversal Layer (GRL). We call this approach as the ‘Sep.’ method and is illustrated in Figure 3 (a).

Mixup Ensemble Average (MEnsA). The sequential training approach employed in the Sep. method may not allow the model to effectively learn the interaction between the source and multiple target domains due to catastrophic forgetting [28, 39], as the method performs a pair-wise mixup between the source and target domains. This results in the model forgetting previously learned domain-invariant features when exposed to a new target domain. To alleviate this problem, we propose a simple method of taking an ensemble average of the mixed feature embeddings from the multiple targets $F_i^m$ as:

$$F_i^M = \frac{1}{n} \sum_{i=1}^{n} F_i^m. \tag{3}$$

We call it Mixup Ensemble Average or MEnsA, illustrated in Figure 3 (b). The soft scores for the source and target domains are obtained by feeding the mixed feature $F_i^m$ to the domain classifier $D$, and the mapping between the source and each target domain is optimized by reproducing kernel Hilbert space (RKHS) i.e. MMD. We posit that the ensemble average effectively captures shared information across all domains while mitigating conflicting information among them. Consequently, the model trained on this averaged representation, captures differences between the source domain and multiple target domains in a consolidated manner, resulting in improved generalization over domain shifts across multiple target domains.

Our method differs from [46] in that they propose a pairwise mixup at the input and intermediate stage followed by the reconstruction of image samples. In contrast, we explore mixing in a 3D MTDA setup by mixing the latent features from all domains into one, rather than pairwise mixing. Our approach is designed to capture shared domain-invariant features across multiple domains, whereas pairwise mixup only focuses on learning domain-invariant features between the source and one target domain, ignoring the shared features across multiple domains, thereby suffering from catastrophic forgetting.

3.3. Objective Function

The complete architecture is trained end-to-end by minimizing $L$, which is a weighted combination of supervised classification loss on the source domain ($L_{cls}$), domain confusion loss ($L_{dc}$), mixup loss ($L_{mixup}$) and MMD loss ($L_{mmd}$), defined as:

$$L = \log \left( \sum \left( e^{\gamma (L_{cls} + \eta L_{dc} + \zeta L_{adv})} \right) \right) / \gamma, \tag{4}$$

Here, $\eta$, $\zeta$ and $\gamma$ are balancing hyperparameters. The classification, domain confusion and adversarial loss are cross-entropy losses, defined as:

$$L_{cls} = L_{CE}(C(F_s), y_s),$$

$$L_{dc} = L_{CE}(D(F_s), L_s) + L_{CE}(D(F_T, L_T)), \tag{5}$$

where $C$ is the object classifier, $D$ is the domain classifier, $y_s$ is the ground truth object label, $L_s$ is the domain label for source and $L_T$ is the target domain label set as 1 and 0. $\lambda_1$, $\lambda_2$ and $\lambda_3$ are balancing hyperparameters with constant values of 5.0, 5.0 and 1.2 respectively, and are chosen empirically.

The MMD loss and mixup loss are defined as:

$$L_{mmd} = L_{rbf}(C(F_s), F_T, \sigma),$$

$$L_{mixup} = L_{CE}(D(F_i^M, F_i^m)), \tag{6}$$

where $L_{rbf}$ is a radial basis function.

4. Experiments

4.1. Experimental Set-up

Dataset. We evaluate our method on PointDA-10, a benchmark dataset proposed by [36] for the task of point cloud classification. PointDA-10 consists of three subsets of three widely used datasets: ShapeNet [4], ScanNet [7] and ModelNet [45], each containing 10 common classes (chair, table, monitor, etc.). ModelNet-10 (M), called ModelNet hereafter, contains samples of 3D CAD models. ShapeNet-10 (S), called ShapeNet hereafter, contains samples of 3D CAD models collected from online repositories. ScanNet-10 (S*), called ScanNet hereafter, contains samples of scanned and reconstructed real-world indoor scenes. Samples from this dataset are significantly harder to classify because (1) many objects have missing parts due to occlusion, and (2) some objects are sampled sparsely. For more details, we refer the readers to the supplementary material.
Implementation Details. The proposed approach is implemented on PyTorch [31] framework with Adam [20] as the optimizer for training. The learning rate is assigned as $10^{-3}$ under the weight decay of $5^{-4}$ with $\beta_1$ and $\beta_2$ kept as 0.9 and 0.999. All models were trained for 100 epochs with a batch size of 64. We set $\lambda_1, \lambda_2$ and $\lambda_3$ used in Equation 5 to 5.0, 5.0 and 1.2 respectively. For Equation 1 and 2, $\lambda \in [0, 1]$ is a mixup ratio and $\lambda \sim \beta(\alpha, \alpha)$, where $\beta$ is a beta function and $\alpha$ is set to 2.0 for all experiments. We sample $\lambda$ from a beta distribution, $\beta(\alpha_1, \alpha_2)$ such that $\alpha_1 = \alpha_2$, as it enables sampling values from a non-skewed distribution.

Motivated by [30], we use scheduled tuning for $\eta$ in Equation 4 as:

$$
\eta = s \cdot e^{-\left(\frac{t + \frac{s}{f}}{N_c}\right)} e^t,
$$

where $s$ is the starting value of 0.1, $f$ is the final value of 0.9, $N_c$ is the total number of epochs and $e$ is the current epoch. This helps in measuring the importance of domain confusion loss over time to adversarially raise the error rate of the domain classifier, thereby forcing it to improve at distinguishing the domains over time.

Evaluation Metric. We compare the MTDA performance of the proposed method to the previous works and summarize them in Table 1. We use the same pre-processing steps for all methods. In all the experiments, we report the top-1 classification accuracy on the test set, averaged over 3-folds, for each target domain.

4.2. Results and Discussion

We summarize comparative results for classification on PointDA-10 in Table 1. The proposed approach outperforms UDA methods, STDAs method for point clouds and MTDA approaches designed for 2D vision modified for 3D point clouds. Despite the large domain gap rising due to sim-to-real or real-to-sim adaptation on $M \rightarrow S^\ast$ and $S^\ast \rightarrow M$, respectively, the proposed approach significantly improves the overall performance.

MCD and DANN outperform most of the other methods, but performs worse than our approach. It is partly because they disentangle the domain-shared features from the domain-specific features, thus achieve better domain generalization. Moreover, we observe that a simple extension of STDAs methods to MTDA does not adapt well on multiple data. In adapting these methods in MTDA scenarios, we follow the authors’ implementations and the hyperparameters are kept the same as proposed in the respective papers. Since [30] was proposed for MTDA on 2D vision, the authors used ResNet50 [17] as the teacher model and AlexNet [23] as the student model for knowledge distillation. For modifying the approach to 3D MTDA, we used PointNet [33] as a compact student model and PCT [16] as a large teacher model. ‘No adaptation’ refers to the model trained only by source samples as a naive baseline, and ‘Supervised’ refers to the training performed with labelled target samples.
Table 1. Quantitative classification results (%) on PointDA-10 dataset in MTDA setting. For every source domain, we report performance for each target domain. **bold** and second best in underline. ‘No adaptation’ refers to the model trained only by source samples and ‘Supervised’ denotes the model when trained with labelled target data.

<table>
<thead>
<tr>
<th>Source Domain</th>
<th>ModelNet (M)</th>
<th>ScanNet (S*)</th>
<th>ShapeNet (S)</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Src → Tgt</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No adaptation (Baseline)</td>
<td>M → S*</td>
<td>M → S</td>
<td>S* → M</td>
<td>S* → S</td>
</tr>
<tr>
<td>MMD [26]</td>
<td>35.07</td>
<td>11.75</td>
<td>52.61</td>
<td>29.45</td>
</tr>
<tr>
<td>DANN [12]</td>
<td>57.16</td>
<td>22.68</td>
<td>55.40</td>
<td>28.24</td>
</tr>
<tr>
<td>ADDA [42]</td>
<td>55.03</td>
<td>21.64</td>
<td>54.79</td>
<td>37.37</td>
</tr>
<tr>
<td>MCD [37]</td>
<td>29.39</td>
<td>38.46</td>
<td>46.89</td>
<td>20.79</td>
</tr>
<tr>
<td>PointDAN [36]</td>
<td>57.56</td>
<td>27.37</td>
<td>54.11</td>
<td>41.71</td>
</tr>
<tr>
<td><strong>MEnsA (Ours)</strong></td>
<td>30.19</td>
<td>44.26</td>
<td>43.17</td>
<td>14.30</td>
</tr>
<tr>
<td>Mixup Sep</td>
<td>55.73</td>
<td>33.53</td>
<td>51.50</td>
<td>30.89</td>
</tr>
<tr>
<td>Mixup Factor-Mixup</td>
<td>45.23</td>
<td>40.87</td>
<td>41.49</td>
<td>33.71</td>
</tr>
<tr>
<td>Mixup Concat-Mixup</td>
<td>45.43</td>
<td>25.72</td>
<td>43.17</td>
<td>13.40</td>
</tr>
<tr>
<td>Mixup Inter-Mixup</td>
<td>45.31</td>
<td>61.36</td>
<td>56.77</td>
<td>46.63</td>
</tr>
<tr>
<td><strong>Supervised in each domain</strong></td>
<td>77.99</td>
<td>67.18</td>
<td>79.83</td>
<td>66.27</td>
</tr>
</tbody>
</table>

Table 2. Quantitative classification results (%) on PointDA-10 dataset in MTDA setting in different mixup scenarios. For every source domain, we report performance for each target domain. Best result in **bold** and second best in underline.

<table>
<thead>
<tr>
<th>Source Domain</th>
<th>ModelNet (M)</th>
<th>ScanNet (S*)</th>
<th>ShapeNet (S)</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Src → Tgt</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MEnsA (Ours)</td>
<td>45.31</td>
<td>61.36</td>
<td>56.77</td>
<td>46.63</td>
</tr>
<tr>
<td>Mixup Sep</td>
<td>55.73</td>
<td>33.53</td>
<td>51.50</td>
<td>30.89</td>
</tr>
<tr>
<td>Mixup Factor-Mixup</td>
<td>45.23</td>
<td>40.87</td>
<td>41.49</td>
<td>33.71</td>
</tr>
<tr>
<td>Mixup Concat-Mixup</td>
<td>45.43</td>
<td>25.72</td>
<td>43.17</td>
<td>13.40</td>
</tr>
<tr>
<td>Mixup Inter-Mixup</td>
<td>45.31</td>
<td>61.36</td>
<td>56.77</td>
<td>46.63</td>
</tr>
<tr>
<td>Best of all methods</td>
<td>50.95</td>
<td>61.36</td>
<td>56.77</td>
<td>46.63</td>
</tr>
</tbody>
</table>

Target domains. For instance, MMD and DANN achieve an average accuracy of around 42% in the STDA setup while they barely reach an accuracy of 40% in the MTDA setup. Interestingly, MCD still performs better than most other methods. Furthermore, UDA methods designed for point clouds also do not perform well when applied to multiple targets, possibly due to catastrophic forgetting during sequential training on multiple target domains. We discuss the performance of methods in MTDA setup in more detail in Table 4 of the supplementary due to space sake.

The MTDA methods designed for 2D vision tasks, such as AMEAN, MT-MTDA, and MTDA-ITA, do not perform well on 3D data due to their failure in capturing the local and global geometry of the data while aligning the features across domains. While methods designed for 2D tasks focus on aligning the global image features, local geometry plays a crucial role in achieving good performance for 3D data [36]. This suggests that modality difference can cause a performance drop due to the inherent property differences of each modality, such as brightness or texture in 2D data and geometry, point density, or orientation in 3D data. By incorporating local and global geometry information, our approach is able to align features across domains while preserving the intrinsic structures of 3D data, leading to better domain adaptation performance. Furthermore, the node attention module helps in focussing on important regions of the point cloud, which is critical for accurate classification. These design choices allow our model to effectively capture the modality-specific properties of 3D data, resulting in superior performance compared to existing MTDA methods. For MT-MTDA that uses knowledge distillation, a larger teacher model and a compact student model is desired. However, if the teacher model fails to align local structures to the global structure, it becomes challenging to transfer accurate knowledge to the student model, leading to relatively disappointing results.
AMEAN and MTDA-ITA perform better than other MTDA baselines. MTDA-ITA finds a strong link between the shared latent space common to all domains, while simultaneously accounting for the remaining private, domain-specific factors. Whereas AMEAN mixes the target domains and creates sub-targets implicitly blended with each other, resulting in better performance. Nonetheless, our approach outperforms AMEAN, as we takes features focus on learning domain-invariant features that are hard to distinguish from their originating domain. This forces the model to improve its classification performance independent of the domain, resulting in better overall performance.

Additionally, in Table 5 of the supplementary, we highlight the importance of each module used in the pipeline by conducting an ablation study on each loss term of $L_{adv}$ in Equ. 5. It can be clearly observed that the mixup module significantly improves performance. Moreover, we show how adversely the class-imbalance in PointDA-10 affects class-wise classification accuracy in Table Tab. 6 of the supplementary due to space sake. Most classes show satisfactory improvements with our proposed approach except for Bed, Bookshelf and Sofa, which highlights the weakness of our model that neglects the scale information, and when different classes share very similar local structures, the model possibly aligns similar structures across these classes (e.g., large columns contained both by Lamps and round Tables, small legs in Beds and Sofas or large cuboidal spaces present in Beds and Bookshelves).

4.3. Variants of the Mix-up Methods

To further investigate the effect of equal weight averaging that is proposed in the MEEnsA, we vary scaling schemes in the averaging of the mixup representations. Here, we evaluate three different formulations for mixing, and name it as Factor-Mixup, Concat-Mixup and Inter-Mixup.

**Factor-Mixup** We mix the feature embeddings from multiple domains together and observe the effect of scaling factor in averaging in Equ. 3 as:

$$F_{m}^{factor} = \lambda F_s + \sum_{i=1}^{n} \frac{1-\lambda}{n} F_{T_i}.$$  \hfill (8)

**Concat-Mixup** Instead of summing the feature embeddings of the domains, we consider concatenation of the mixups with the intuition of learning the proper weights for each mixup embedding for downstream tasks. We use a scaling factor $\lambda$ and $\frac{1-\lambda}{n}$ for balancing between source and targets both in feature and label as:

$$F_{m}^{concat} = [\lambda F_s, \frac{1-\lambda}{n} F_{T_1}, ..., \frac{1-\lambda}{n} F_{T_n}],$$  \hfill (9)

$$L_{m}^{concat} = [\lambda, \frac{1-\lambda}{n}, ..., N \frac{1-\lambda}{n}].$$  \hfill (10)

where $[\cdot, \cdot, \cdot]$ denotes concatenation operation.

**Inter-Mixup** In addition to aggregating all the domains together in MEEnsA, we also consider a linear interpolation of the target domains excluding the $F_s$ for both feature and label as:

$$F_{m}^{T_i} = \lambda F_{T_1} + (1 - \lambda) F_{T_2}. \hfill (11)$$

$$L_{m}^{T_i} = \lambda L_{T_1} + (1 - \lambda) L_{T_2}. \hfill (12)$$

We devised Inter-Mixup, with the intuition that regularizing the target domains alone should help the model to learn a mapping where it is able to learn the target domain-invariant features promoting better MTDA, thus learning a good separation between the source and target domains in the latent space.

We compare the performance of the variants with MEEnsA and Sep., and summarize the results in Table 2. As Scaler-Mixup is a linear interpolation of all the domains together, the mixed feature representation obtained by Scaler-Mixup has large values in each dimension, which may lead to gradients with large magnitude. It may hurt the accuracy. Unlike MEEnsA and other mixup variants, Concat-Mixup concatenates the feature embeddings from multiple domains. As the number of domains increases, the shared latent space between the domains mixed becomes smaller. Therefore, it becomes difficult for the model to learn domain-invariant features across all domains, leading to poor performance among all other variants of mixup. Interestingly, we observe that mixing the target domains together with the source domain in Inter-Mixup performs better on ScanNet which has real-world samples. We believe it is because the model is able to learn better domain-invariant features between the real and synthetic domains, as the samples from ScanNet are more sparse and occluded as compared to other domains. Moreover, we show the visualization of the feature embeddings using t-SNE plots in the supplementary.

5. Conclusion

We model the multi target domains as a random variable and propose to mix latent space embeddings of all domains in an ensemble average to encode domain invariant information for the 3D point cloud for the first time in literature. The mixed representation helps the domain classifier to learn better domain-invariant features and improve the domain adaptation performance in multi-target domain adaptation set-up. We demonstrated the efficacy of our approach on the point cloud DA benchmark dataset of PointDA-10 by showing that our approach significantly outperforms UDA, STDA and MTDA methods proposed for 2D data.
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