Supplementary Material

1. Implementation Details

In this section we provide the implementation details
for our model using the three datasets: 50salads [8], MPII
Cooking 2 [7], GTEA [I]. For all the three datasets, we
train the model in 3 steps:

1. Until epoch 30 we use the single frame timestamps.

2. From epoch 31 to 50 we use the pseudo ground-truths
generated from the timestamps and HOI.

3. From epoch 51 to 70 we train using the fine-tuned ac-
tion boundaries using HOIL

Regarding Tables 4 and 5 of the main paper, which show
variations of our method for ablation studies, this is how
these variations correspond to the above steps:

* The “loss+pg” method of Table 4 corresponds to using
only the first two steps above, and skipping the third
step.

e The “loss+pg+ft” method corresponds to using all
three steps as described above.

* The “loss+ft” method of Table 5 corresponds to using
only steps 1 and 3, and skipping step 2. So, for the
“loss+ft” version, from epoch 31 to 50 we train using
the fine-tuned action boundaries using HOI, and we
stop training when epoch 50 is done.

The best performance in all three datasets was dependent
on the pseudo ground-truth generation parameters o and 7
as explained in the section titled “HOI influenced Pseudo
Groundruth” of the main paper. For each dataset, the val-
ues for 0 and 7 were chosen automatically, using cross-
validation. These are the values we used:

¢ For 50Salads, o = 30 and 7 = 30.
e For GTEA, 0 = 10 and 7 = 75.

» For MPII Cooking 2, 0 = 15 and 7 = 15.

2. Impact of frame selection on performance

The HOI pseudo ground-truths are generated around the
annotated frame-level timestamp. To check the system’s
sensitivity on the initialization of these frame-level anno-
tations, we randomly selected timestamp frames for each
action segment and created 10 unique sets of timestamp
annotations and their respective HOI pseudo ground-truths
for every video. We trained independent models with these
newly generated annotations and performed this experiment
for GTEA and 50Salads dataset and Table 1 illustrates the
mean and standard deviation for each performance metric
for these 10 models trained on unique timestamps and HOI
pseudo ground-truths. It can be seen that the mean values
for these performance metric are still better than the base-
line despite random initialization and shows the system can
still perform better even if timestamps are annotated ran-
domly.

3. Importance of Pseudo-Ground Truths Using
HOI

The information below describes alternative training
strategies that we have evaluated. These strategies consist of
different choices and orderings among the following mod-
ules:

e Module a: This is the module described in Section
3.2.1 of the main paper, which generates and uses
pseudo-ground truth labels . As described earlier, in
the implementation details section of this supplemen-
tary document, this module is used (in the normal ver-
sion of our method) for training in epochs 31 to 50.

* Module b: This is the “fine-tuning” module described
in Section 3.2.2 of the main paper. As described ear-
lier, in the implementation details section of this sup-
plementary document, this module is used (in the nor-
mal version of our method) for training in epochs 51
to 70.

e Module b’: This is a replacement of the “fine-tuning”
module described in Section 3.2.2 with the original
boundary detection method used in [5]. In the system
overview of Figure 2 of the main paper, this variant



Dataset F1@{10,25,50} Edit Acc
50Salads 76.6 £0.6 74.2+0.6 63.1 £0.8 69.5+0.5 76.2 +0.3

GTEA 81.44+0.9 780+1.2 615+1.4 755413 70.2=+0.6

Table 1. Variation in performance using 10 unique combinations
of randomly generated frame-level annotations. Number to the
left of &£ indicates the mean for 10 runs and to the right indicates
standard deviation

Training Type F1@{10,25,50} Edit  Acc
50Salads

athenb 773 752 63.6 698 758
b then a 732 70.1 58.2 64.7 738
GTEA

athenb 82.1 787 63.0 748 704
b then a 73.6 66.6 494 688 614
MPII Cooking2

athenb 449 40.6 288 435 513
b then a 350 30.1 19.6 30.8 395

Table 2. Variation in training using labels generated by pseudo
ground-truths generated using HOI (a) and boundary detection us-
ing HOI (b)

would correspond to cutting the link between binary
labels « and the “primary labels generator”.

Changing the order between module a and module b
In the standard version of our method, as explained earlier,
we train using module a in epochs 31-50, and we train us-
ing module b in epochs 51-70. We evaluated switching this
order. This variation is denoted on Table 2 as “b then a”. Es-
sentially, in this variation we train using module b in epochs
31-50, and we train using module a in epochs 51-70. Table
2 shows the results of this variation. We see that using mod-
ule a first and module b second gave better performance for
all three datasets.

Replacing our fine-tuning module with the original
boundary detection of [5].

We also evaluated a variant where we use module b’ (the
original boundary detection module of [5]) instead of our
finetuning module (module b). We tried both possible or-
derings in training (module a in epochs 31-50 followed by
module b’ in epochs 51-70, and the other way around).

Table 3 illustrates the performance differences of these
variations. It can still be seen that training the network first
from epoch 31 to 50 using pseudo ground-truths from HOI
helps the network perform better for all three datasets. We
can also see, by comparing the “a then b” results in Table 2
with the “a then b’ ” results of Table 3 that module b, which
is one of our contributions, leads to better accuracy than
module b’ which is the corresponding component in [5].

Training Type F1@{10,25,50} Edit  Acc
50Salads

athen b’ 76.5 744 62.6 693 75.7
b’ then a 71.8 69.0 57.8 649 73.7
GTEA

athen v’ 799 755 581 742 68.2
b’ then a 734 657 457 70.7 60.3
MPII Cooking2

athen v’ 444 40.0 283 421 505
b’ then a 359 314 206 326 398

Table 3. Variation in training using labels generated by boundary
detection without using HOI (b’) and pseudo ground-truths gener-
ated using HOI (a)

o (pixels) F1@{10.2550}  Edit Acc
10 805 772 597 749 689
20 823 788 605 769 69.9
25 814 780 612 738 70.0
30 803 752 593 744 69.0
35 81.0 774 586 732 684
40 776 722 560 725 672

Table 4. Performance Impact on varying Spatial threshold, ¢ in
pixels with Temporal window 7 = 30 for GTEA dataset.

4. Impact of spatial and temporal thresholds

The pseudo ground-truth generated is controlled by 2
variables 7 and o. Variable 7 controls the temporal win-
dow in which the algorithm finds the bounding box of in-
teraction. Table 4 illustrates the impact of performance by
keeping the temporal window constant at 7 = 30 frames
and varying spatial threshold o from 10 to 40 pixels. It
can be seen that lower spatial thresholds of 10 or 20 pix-
els performed better as they ensure consideration of smaller
movements during the interaction. Table 5 refers to the per-
formance of varying the temporal window 7 from 15 frames
to 90 frames on GTEA dataset at a fixed spatial threshold o
of 30 pixels. It can be seen that the smaller window of 15
frames performs better as it will avoid overshoot of more
frames to re-labelled incorrectly.

5. Accuracy of the generated pseudo ground-
truth using HOI

We compared the quality of the pseudo ground-truths
generated using HOI and single timestamp with the actual
frame-wise ground-truth labels of the datasets. The met-
rics used were percentage count (%Count) of the frames
where the algorithm labelled a frame with a valid action
label. Note this analysis was not used to decide spatial and
temporal thresholds. Thresholds were solely decided on the



7 (frames) F1@{10,25,50} Edit Acc
15 80.8 764 606 753 694
30 80.3 752 593 744 69.0
45 804 76.0 584 748 68.1
60 79.2 733 580 734 68.6
75 772 73.6 566 709 673
90 784 753 574 73.6 683

Table 5. Performance Impact on varying Temporal window, 7 with
Spatial threshold, o = 30 for GTEA dataset
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Figure 1. Human Object Interaction Detections (HOI) and the cor-
responding pseudo ground-truth generation for 50Salads Dataset

network’s cross-validation performance. Using those valid
labels, we measured how many of those frame-wise labels
were accurate when compared to the ground-truth (%Acc).

Table 6 illustrates these values by using the variation of
spatial threshold in pixels and keeping temporal window
(1) constant (75 frames for GTEA and 30 frames 50Sal-
ads). Increasing o will enable the algorithm to track the
HOI bounding box in neighboring frames at a coarser level,
thus enabling the system include more frames in the same
action, but the accuracy of these frames drops despite the
increase in %Count.

Similarly Table 7 illustrates the same metrics using the
variation of Temporal window 7 and keeping spatial thresh-
old o constant (10 pixels for GTEA and 30 pixels for 50Sal-
ads). It can be seen that tracking the bounding boxes at
longer lengths may cause the %Acc of the labels to reduce,
but increase the %Count.

Thus, a good balance of accurate frames that last for
longer duration is required and this will vary according to
the dataset as some might have fine-grained actions, while
others may long duration actions.

. %Acc | %Count  %Acc / %Count
o (Pixels) Grpa (7=75)  50Salads (r=30)
10 66.66/58.26 95.50/3.79
20 54.28/72.06 94.94/15.21
25 48.73/78.88 94.80/18.05
30 42.15/82.89 93.45/21.00
35 39.29/86.43 93.04/24.55
40 36.36/89.23 91.83/28.18

Table 6. Variation frame-wise accuracy and count of frames using
o keeping 7 constant for 50Salads and GTEA dataset. Highlighted
values indicates the setup where the network gave best test perfor-
mance.

7 (frames) Y% Acc/%Count % Acc/%Count
GTEA (0=10) 50Salads (6=30)
15 70.88/56.06 94.36/18.22
30 70.29/57.23 93.45/21.00
45 70.32/57.80 92.01/23.99
60 68.24/57.31 90.92/26.25
75 66.66/58.26 87.75/27.53
90 65.36/58.73 87.65/29.38

Table 7. Variation frame-wise accuracy and count of frames using
using 7 keeping o constant for 50Salads and GTEA dataset. High-
lighted values indicates the setup where the network gave best test
performance.

6. Impact of labels generated using HOI and
action change

In Section 3.2.2 of the main paper, titled Fine-tuning
Action Changes, we use the first frame of non-interaction
frames in range [tp, pw, ¢, Bw] to decide the boundary
change location t;,. Table 10 illustrates performance of
the network by picking up the last frame of non-interaction
(last) as compared to the first frame of non-interaction (first)
when the action boundary at ¢,, was at a location when
HOI occured. It can be seen that using the first frame was
the better strategy and gave better performance for all three
datasets.

7. Timestamp vs. Full Supervision

Tables 8-9 compare the performance of the system with
one of the best fully supervised methods as well as with
other timestamp supervision methods. These tables illus-
trate that our method makes a significant step towards clos-
ing the accuracy gap between timestamp supervision and
fully supervised methods.

8. Limitations

The proposed method makes several assumptions, and is
limited by the extent to which those assumptions hold in



Supervision Method F1@{10,25,50} Edit  Acc
Full MSTCN++ [4] 80.7 785 70.1 743 837
BCN [9] 823 813 740 743 844
ASRF [2] 849 835 773 793 845
Timestamps  Seg model + plateau [6] 71.2 682 56.1 62.6 739
Timestamp [5] 739 709 60.1 66.8 756
Ours 773 752 63.6 69.8 758

Table 8. Results with different levels of supervision on 50Salads.

Supervision Method F1@{10,2550}  Edit Acc
Full MSTCN++ [4] 88.8 857 760 835 80.1
BCN [Y] 885 87.1 773 844 798
ASRF [2] 894 878 798 837 713
Timestamps ~ Seg model + plateau [6] 74.8 68.0 43.6 723 529
Timestamp [5] 789 73.0 554 723 664
Ours 82.1 787 63.0 748 704

Table 9. Results with different levels of supervision on GTEA.

Type F1@{10,25,0} Edit Acc
GTEA

first 82.1 78.7 63.0 748 704
last 81.1 78.1 609 748 69.9
50Salads

first 773 752 63.6 69.8 75.8
last 759 73.8 61.7 688 754
MPII Cooking 2

first 449 40.6 28.8 435 513
last 454 404 277 423 497

Table 10. Variation in Fine tuning Boundary detection using ac-
tion change detection and choosing first /vs last non HOI detected
frame in range [ty, Fw , tv,, BW ]

a specific dataset. One assumption is that each video dis-
plays a single human performing activities involving inter-
action with objects. This assumption is relevant in many
real-world applications, and it is true in commonly used
datasets, such as the ones we have used in our experiments.
At the same time, clearly there can be action recognition do-
mains where this assumption does not apply. For example,
this assumption would not apply for distinguishing between
activities such as “walking” and “running”.

Also low resolution and dark condition videos, that ap-
pear for example in the Breakfast Dataset [3], will not ben-
efit from this approach as the HOI detector fails to detect
interactions. The pseudo ground-truth generation can be
extended further by using off-the-shelf object detectors and
tracking those bounding boxes from the extended interac-
tion frames. Other temporal modelling systems like trans-
formers can be used to improve the performance. The sys-
tem currently utilizes the idea of interactions to generate the
pseudo ground-truths. Future work can involve extraction
of features inside the interaction bounding box which can
provide more information to the network.
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