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Abstract

In the process of removing nighttime flare, it is crucial
to have a large receptive field due to the fact that flare
can occupy a substantial portion of an image, even poten-
tially the entire image. However, the conventional window-
based Transformer approaches restrict the receptive field
within the window, limiting its ability to capture global fea-
tures. And the flare can cause the dark regions to become
brighter and result in a loss of contrast and alteration of
the frequency characteristics of the image. To address these
challenges, we introduce FF-Former, which is based on
Fast Fourier Convolution (FFC) and is designed to extract
global frequency features for enhancing nighttime flare re-
moval. To achieve this, we incorporate a Spatial Frequency
Block (SFB) after the Swin Transformer, which forms the
Swin Fourier Transformer Block (SFTB). This configura-
tion enables the establishment of long dependencies and
the extraction of global features. Unlike the traditional
Transformer, which relies on global self-attention, the SFB
module only performs convolution computation, making it
both effective and efficient. Additionally, during the train-
ing phase, we optimize the loss function to preserve the
light source points after nighttime flare removal. Experi-
mental results on both real-world and synthetic benchmarks
demonstrate that the proposed FF-Former significantly im-
proves the performance of nighttime flare removal.

1. Introduction

In theory, a perfect camera should be able to converge
all rays from a single point source to a single focal point.
However, in reality, lenses scatter and reflect light along
unintended paths, leading to the appearance of halos that
produce brightness in radial areas of the image. This
phenomenon, referred to as flare, can negatively impact
downstream visual tasks such as semantic segmentation and
depth estimation. Therefore, a reliable flare removal algo-

*Equal contribution.

rithm is essential and has garnered significant attention both
in industry and academia.

To address the negative impact of flare on image qual-
ity, some high-end cameras adopt advanced optical designs
and materials that reduce the flare. Some lenses also add
glass elements to minimize reflections from specular sur-
faces. An anti-reflective (AR) coating is a common solu-
tion, but it can be costly and only optimized for specific
wavelengths and angles of light. In response to these lim-
itations, many cost-effective software-based solutions have
been developed to address the issue. These techniques in-
volve detecting the flare based on its unique shape, loca-
tion, or intensity, then using image patching to restore the
affected areas. However, these methods are only effective
for certain types of flare, such as bright spots.

AlexNet [12] revolutionized the application of AI, but
learning-based flare removal algorithms have been rarely
explored. This is primarily due to the challenge of col-
lecting a large amount of perfectly aligned images with
and without lens flare. However, recent advancements in
semi-synthetic data based on physical principles, such as
the flare7K dataset [8] introduced last year, provide a valu-
able benchmark for studying the complex task of nighttime
flare removal. The recent launch of the Nighttime Flare
Removal competition at the Mobile Intelligent Photography
and Imaging Workshop 2023 has further fueled interest and
development in deep learning-based algorithms for night-
time flare removal.

As we are well aware, Convolutional Neural Networks
(CNN) have long been the backbone of computer vision al-
gorithms [5, 10]. However, with the advent of the Trans-
former [23] framework in 2017 proposed by Google, its
application has gradually spread to the field of computer vi-
sion. The recent advancements in the Transformer structure,
such as the VIT [9] and Swin Transformer [14], have further
solidified its position as the new dominant force in visual
modeling. The key to the success of the Transformer lies in
its attention mechanism and large receptive field, which has
been proven to be critical for visual tasks through various
studies. In particular, the flare removal task requires a large
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receptive field due to the extent of the flare, which often
covers a large area or even the entire image. Thus, global
information is crucial in accurately identifying the flare.

Based on this inspiration, we introduce FF-Former, a U-
shape network based Fast Fourier Convolution (FFC) [7] for
nighttime flare removal. To address the issue of insufficient
receptive field in window-based Transformer, we present
the Spatial Frequency Block (SFB) after Swin Transformer
to analyze and perceive flare from a global perspective
while retaining detailed information during image restora-
tion. The SFB comprises of two branches, a spatial module
and a frequency module, with FFC utilized in the frequency
branch to extract global information and a residual mod-
ule based on CNN in the spatial branch to enhance local
detailed feature representation. Additionally, we optimize
the loss function during the training phase to preserve light
source points in the deflared image. The results of extensive
experiments on both real-world and synthetic benchmarks
show that our FF-Former outperforms current state-of-the-
art (SOTA) methods in terms of nighttime flare removal per-
formance.

Our contributions can be summarized as follows:

• We present a novel solution for nighttime flare re-
moval, the FF-Former network, which addresses the
issue of limited receptive field in traditional window-
based Transformer approaches.

• We also enhance the performance by implementing the
Light Source Mask Loss Function, which guarantees
the preservation of the light source point even after the
removal of flare.

• Comprehensive experiments conducted on both real-
world and synthetic nighttime flare removal datasets
demonstrate that our approach outperforms state-of-
the-art (SOTA) methods in a significant manner.

2. Related Works
Now that the flare task has attracted much attention, we

briefly review these methods. These methods are mainly
divided into three categories: (a) Hardware Solutions (b)
Software Solutions (c) Data-driven Solutions.

2.1. Hardware Solutions

Most hardware solutions focus on improving the cam-
era’s optics to eliminate flare, such as optimized lens barrel
designs, lens hoods or reflective coatings. A widely used
technique is to apply anti-reflective (AR) coatings on lens
elements to reduce internal reflections by destroying inter-
ference, for example, Boynto et al. [2] built a fluid-filled
camera, Raskar et al. [18] Inserting a transparent mask on
top of the imaging sensor, Macleod et al. [15] replaced the
circular polarizer with a neutral density filter, etc. however,

AR coatings are expensive to add to all optical surfaces, and
the thickness of such coatings can only be optimized for
specific wavelengths and incident angles. In addition, they
can only reduce flare during the capture process, but cannot
deal with flare existing image, and these hardware solutions
can hardly eliminate the entire flare artifacts [16, 18].

2.2. Software Solutions

In order to solve the above problems many software-
based solutions were subsequently derived, but these meth-
ods are basically two-stage methods: first identify the flare,
and then repair the scene of the halo area. For example,
Chabert et al. [3] used a series of thresholds to binarize
the image, calculated the contour features of the binarized
image to obtain a series of potential flare candidate re-
gions, then reconstructed these candidate regions. Vitoria et
al. [21] detect flare points by overexposing features near
the flare point and create a flare point mask to remove flare.
Asha et al. [1] considered the bright spot problem that of-
ten appears in the background under the sun light source or
/flashing light source, so as to detect the light source point,
and then fill the bright spot area to repair the image. Due
to so many variable, flare is often a difficult factor in im-
age quality to measure. the above methods which based
on hand-crafted features are only used for limited types of
flares, it is easy to treat local bright areas as flares and it is
difficult to distinguish different types of flares. Therefore, it
is still unrealistic to simply remove them through physical
algorithms.

2.3. Data-driven Solutions

Recently deep learning-based methods have achieved
great success on various low-level vision tasks, but due
to the difficulty of collecting large numbers of perfectly
aligned images with and without lens flares, the develop-
ment of learning-based flare removal algorithms has been
slow, and only some related work has emerged in the last
few years.

Wu et al. [24] proposed a synthesis method based
on generating paired training data via light source-guided
single-image flare removal (SIFR), but did not generalize
well to real-world data. Qiao et al. [17] proposed a new
learning framework to learn how to remove flare artifacts
using unpaired data. Wu et al. [25] simulate the optical
causes of flares, generate synthetic pairs of flare-damaged
and clean images, making it possible to train neural net-
works to remove lens flare, and demonstrate that data syn-
thesis methods are crucial for accurate flare removal Impor-
tant. Last year, Dai et al. [8] produced the first nighttime
flare removal benchmark dataset Flare7K dataset which
provided a valuable benchmark for studying this challeng-
ing nighttime flare removal task.
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Figure 1. The network architecture of FF-Former is composed of multiple Swin Fourier Transformer Block (SFTB). SFTB is composed
of Hybrid Attention Block (HAB), Overlapping Cross-Attention Block (OCAB) and a Spatial Frequency Block (SFB), in which the HAB
and OCAB extract local features in the windows, while SFB extract global features via Fast Fourier Convolution.

3. Methodology

The Swin Transformer-based image restoration method
achieves better performance than CNN. However, due to
the high resolution of the image in the low-level task, only
the window-based Transformer can be used to balance the
computing resources, which limits the ability of the Trans-
former to extract global features. Therefore, in the im-
age restoration task, the U-shaped network structure is fa-
vored by researchers. It extracts the global features by
increasing the receptive field step by step through multi-
ple down-sampling. Unfortunately, it is inevitable to lose
the rich detail information of the input image after mul-
tiple down-sampling. In order to improve the ability of
the model to extract global features and protect the details
of the input image, we propose an U-shape network based
Fast Fourier Convolution, named FF-Former, for nighttime
flare removal, as shown in Figure 1. Specifically, we use
the Swin Fourier Transformer Block (SFTB) to extract the
global information of input features in the Encoder, Bottle-
neck and Decoder of FF-Former, while not losing the lo-
cal detail information. SFTB is composed of Hybrid At-
tention Block (HAB), Overlapping Cross-Attention Block
(OCAB) and a Spatial Frequency Block (SFB), in which
the HAB extracts local features in the windows, while SFB
uses Fast Fourier Convolution to extract global features.

In this paper, we input the nighttime flare-corrupted image
IFC ∈ RH×W×3 into FF-Former and output one nighttime
deflared image IDF ∈ RH×W×3.

Firstly, we project the input nighttime flare-corrupted
images into high dimensional space to extract shallow fea-
ture IS ∈ RH×W×C by using a simple 3 × 3 convolutional
layer with LeakyReLU . The projection can be formulated
as,

FS = σ(Conv(IFC)) (1)

where C denotes the channel number of the shallow fea-
ture. H×W denotes the spatial dimension. Conv(·) repre-
sents 3 × 3 convolutional layer, σ(·) is the nonlinear activa-
tion function and σ = LeakyReLU() in this paper. Then,
we take the shallow feature as input of Encoder to extract
the multi-scale features FEi

∈ R
H

2i
×W

2i
×2iC and bottleneck

feature FBF ∈ RH
16×

W
16×16C ,

FBF = Encoder(FS) (2)

FEi+1
= Down↓2i(SFTB(FEi

)), i ∈ 1, 2, 3, 4 (3)

where Encoder(·) represents Encoder module of FF-
Former, which is composed of 4-level SFTB(·) and down-
sampling module Down↓2i(·). And the spatial dimension
decreases gradually as the level increases, while number of
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channels increases. FBF = FE3 denotes the input feature
with flare of Bottleneck module. We use the Bottleneck
module to remove nighttime flare in the latent space, and
get the nighttime deflared feature FBD ∈ RH

16×
W
16×16C ,

FBD = Bottleneck(FBF ) (4)

where Bottleneck(·) represents Bottleneck module of FF-
Former, which has same components as Encoder module in
each level. Next, we use the Decoder to restore the deflared
feature to the original scale and obtain the reconstructed fea-
ture FR ∈ RH×W×C ,

FR = Decoder(FBD) (5)

FDi+1 = Up↑2
i

(SFTB(FDi)), i ∈ 1, 2, 3, 4 (6)

where Decoder(·) represents Encoder module of FF-
Former, which is also composed of 4-level SFTB and up-
sampling module Up↓2

i

(·). And we fuse the encoder fea-
tures in each level to protect the details information of the
reconstructed features. FDi

represents the decoding fea-
tures from each level of Decoder. Finally, we input the re-
constructed feature into the output projection module to get
the deflared image, and use the sigmoid function to ensure
that the deflared value is between 0 and 1.

IDF = sigmoid(σ(Conv(IFR
)) + IFC) (7)

where σ(Conv(·)) represents the output projection, which
is also composed of a simple 3 × 3 convolutional layer with
LeakyReLU(). Summarily, IDF can also be represented
as follows,

IDF = FF − Former(IFC) (8)

where FF−Former(·) denotes the function of FF-Former.

3.1. Swin Fourier Transformer Block (SFTB)

SFTB is our core module, which is composed of Hy-
brid Attention Block (HAB), Overlapping Cross-Attention
Block (OCAB) and a Spatial Frequency Block (SFB). The
purpose of SFTB is to solve the problem that the window-
based Transformer cannot establish long-term dependence.
Therefore, we introduce Fast Fourier Convolution (FFC)
into SFTB to solve the problem of insufficient receptive
field of Swin Transformer without increasing too much
computation. And SFTB uses the powerful modeling ability
of Swin Transformer to extract local features and the global
perception ability of SFB to extract global features. It fur-
ther improves the glare identification and image restoration
ability by fusing local and global information. SFB consists
of two branches: spatial module of left and frequency mod-
ule on right. We use the frequency module to analyze flare
from a global perspective, and use the spatial module to re-
tain more details information when restoring the nighttime
flare-corrupted image.

3.1.1 HAB and OCAB

HAT [6] demonstrates incorporating a channel attention
block (CAB) into the Swin Transformer block can acti-
vate more pixels for restoring image and further enhance
the representation ability of the network. Following HAT,
we place the CAB into the Swin Transformer in parallel
with the (shifted) window-based multi-head self-attention
((S)W-MSA) module, which improves the feature represen-
tation from channel and spatial dimensions. The HAB is
formulated as,

X = LN(X) (9)
X = (S)WMSA(LN(X)) + αCAB(X) +X (10)
X = MLP (LN(X)) +X (11)

where (S)WMSA(·) is the standard Swin Transformer
with the (shifted) window-based multi-head self-attention,
LN(·) is the LayerNorm (LN) layer and MLP (·) is the
multi-layer perceptron module. CAB(·) denotes the chan-
nel attention block, which consists of two 3×3 convolution
layers with a GELU activation function between them and
a channel attention module. Specifically, X ∈ RW 2×C is
the local window feature. Then X is sent into the Over-
lapping Cross-Attention Block (OCAB) to further use more
information.

3.1.2 Spatial Frequency Block (SFB)

Although HAB and OCAB increase the receptive field by
increasing the window size of Swin Transformer and estab-
lishing overlapping cross attention, their receptive field is
still limited to the window size, which means that they can
only extract local features. To break this limitation, we use
Fast Fourier Convolution (FFC) in Spatial Frequency Block
(SFB) after OCAB to establish a long dependency to extract
global features. SFB has the same global receptive field as
Transformer with global self-attention, but only the convo-
lution computation, which is very effective and efficient.

The architecture of SFB is shown in Figure 1(c) and is
composed of two components: a spatial module for local
information on the left and a frequency module for global
information on the right. We concatenate the left and right
outputs, and perform a convolution operation to obtain the
final result. The formula of SFB is as follows,

Xspatial = Spatial(X) (12)
Xfrequency = Frequency(X) (13)
X = Conv(([Xspatial||Xfrequency])) (14)

where Spatial(·) is the spatial convolution module and
Frequency(·) represents the frequency FFC module.
Xspatial and Xfrequency denote the spatial (local) feature
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Figure 2. Light source in real and synthetic dataset.

and frequency (global) feature. Conv(·) is a 3×3 convolu-
tion layer and || denotes the concatenation operator.

In the frequency module, we transform the features from
spatial into the frequency domain to extract the global in-
formation by using the 2-D Fast Fourier Transform (FFT).
Then we perform a 1×1 convolution to extract the global
feature. According to the convolution theorem [11], con-
volution in frequency domain equals point-wise multiplica-
tion in the spatial domain. This implies that convolution in
frequency model of SFB incurs a global update. Finally, we
perform inverse 2-D FFT operation to obtain spatial domain
features. The Xfrequency is formulated as,

X = σ(Conv(X)) (15)
X = IFFT (σ(Conv(FFT (X)))) +X (16)
Xfrequency = Conv(X) (17)

where FFT (·) and IFFT (·) denote 2-D Fast Fourier
Transform (FFT) and inverse 2-D FFT, separately. Conv(·)
is 1×1 convolution layer and σ = LeakyReLU(). The spa-
tial module is a simple residual block and is used for pro-
tecting the local information. The Xspatial is formulated as,

Xspatial = Conv(σ(Conv(X))) +X (18)

where Conv(·) is the 3×3 convolution layer.

3.2. Light Source Mask Loss Function

The nighttime flare is the diffraction phenomenon when
shooting light source with defective or stained lens. Dai et
al. [8] does not consider the light source in the background
image when synthesizing the training data set, but the real
image contains the light source, as shown in the Figure 2.
So, the neural network is also removing light sources while
removing nighttime flare, which will increase the burden of
network and affect the deflared performance. In order to
reduce the impact of light source on performance, we pro-
pose a light source mask loss function, as shown in the Fig-
ure 3. We generate the light source mask image based on
the brightness of the flare, and incorporate it into the back-
ground image. To maintain the light source in the deflared

Figure 3. Light source mask loss function.

image, the loss within the light source is multiplied by a
small factor. This simple approach effectively improves the
performance of the model while preserving the light source
in the deflared image to make it look more realistic and nat-
ural. The loss function is,

Loss =


1

N

N∑
i=1

√
(IiDF − Iigt)

2 + ε, i /∈ Light

α
1

N

N∑
i=1

√
(IiDF − Iigt)

2 + ε, i ∈ Light

(19)

where Light represents the pixels in the light source area.

4. Experiments

4.1. Datasets

Flare7K is a larger and more realistic nighttime flare re-
moval dataset than previous works, which contains 5,000
scattering flares and 2,000 reflective flares. We add flare
image to the background image to generate nighttime flare-
corrupted image for training our FF-Former. For fair com-
parison, we use the same data augmentation strategy as
Dai et al. [8]. We recover the linear luminance of flare im-
age and flare-free image by using an inverse gamma correc-
tion strategy with γ ∼ U(1.8, 2.2). We also randomly mul-
tiply the RGB values with U(0.5, 1.2) and add a Gaussian
noise with variance sampled from a scaled chi-square dis-
tribution σ2 ∼ 0.01χ2 to improve the robustness of model.
Then we carry out a series of affine transformations on flare
images to enhance the diversity of flare. We also random
blur the flare image with the kernel size in U(0.1, 3) and
add the offset in U(−0.02, 0.02) to control the brightness
of the entire image. Finally, we add the flare image to back-
ground image to generate the flare-corrupted image. We test
FF-Former on real and synthetic nighttime flare images.
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Data\Method Input Previous work Network trained on Flare7k dataset

Zhang [27] Sharma [20] Wu [25] U-Net [19] HINet [4] Restormer* [26] Uformer [22] FF-Former(Our)

Real-world
PSNR↑ 22.56 21.02 20.49 24.61 26.11 26.74 26.28 26.98 27.35

SSIM↑ 0.857 0.784 0.826 0.871 0.879 0.882 0.883 0.890 0.901

LPIPS↓ 0.078 0.174 0.112 0.060 0.055 0.048 0.054 0.047 0.044

Synthetic
PSNR↑ 22.77 21.04 20.01 27.88 29.07 29.97 29.45 30.47 30.88

SSIM↑ 0.921 0.841 0.865 0.952 0.958 0.959 0.950 0.965 0.969

LPIPS↓ 0.060 0.136 0.111 0.031 0.022 0.021 0.025 0.017 0.019

Table 1. Quantitative comparison of synthetic and real nighttime flare-corrupted data. The benchmark of the image restoration methods
for nighttime flare removal is listed on the right part of the table. ”*” denotes models with reduced parameters due to the limited GPU
memory. The best results are in bold faces.

(a) Real input (b) Zhang [27] (c) Wu [25] (d) Dai [8] (e) FF-Former(Our) (f) GT
Figure 4. Visual comparison of flare removal on real-world nighttime flare images.

4.2. Implementation Details

SFTB is the basic module for our FF-Former, and the
channel numbers C is 32 in the first SFTB of Encoder. We

set 4-level in the Encoder and Decoder module for extract-
ing multi-scale features. Following Dai et al. [8], we crop
the input flare free and flare-corrupted images into 512×512
with batch size of 2 to train our FF-Former. We use the
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(a) Input (b) Zhang [27] (c) Wu [25] (d) Dai [8] (e) FF-Former(Our) (f) GT

Figure 5. Visual comparison on synthetic nighttime flare images.

Adam with β1 = 0.9 and β2 = 0.99 to optimize the Light
Source Mask Loss Function. We only use Charbonnier L1
loss function [13] and set α to 0.05. The initial learning rate

is 1e-4 and we use CosineAnnealingLR with 600,000 max-
imum iterations and 1e-7 minimum learning rate to adjust
learning rate. we also use horizontal and vertical flip for
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Spatial Frequency Block Real-world Synthetic
✗ 27.23 30.75
✓ 27.35 30.88

Table 2. Performance in the real-world and synthetic nighttime
flare datasets with/without Spatial Frequency Block (SFB).

data enhancement.

4.3. Comparison to state-of-the-arts methods

The quantitative results of our FF-Former on real-world
and synthetic nighttime flare dataset achieves the best per-
formance compared to other models, which is present in Ta-
ble 1. HINet [4], Restormer [26] and Uformer [22] are the
state-of-the-art methods for image restoration, and Dai et
al. [8] trains them in the Flare7k dataset to remove the
nighttime flare, in which Uformer performs best than oth-
ers. However, Uformer can only extract local features by us-
ing window-based Transformer, and does not have the abil-
ity to identify nighttime flare images and restore deflared
images from a global perspective. Our FF-Former solves
the above problems. Especially, FF-Former improves the
PSNR of Uformer from 26.98 dB and 30.47 dB to 27.35
dB and 30.88 dB in real-world and synthetic nighttime flare
datasets respectively, 0.37 dB and 0.41 dB higher than its. It
demonstrates the effectiveness of our proposed method and
represents a major improvement over the nighttime flare re-
moval task. The SSIM results of our FF-Former has the
same conclusion as PSNR.

We also conduct a series qualitative comparison with Dai
in the real-world and synthetic nighttime flare datasets, as
shown on Figure 4 and Figure 5. From the visual results
in Figure 4, our method can better restore the round flare
with a larger radius, and has better results for the flare near
the light source and retain more details. These all prove the
effectiveness of our RFB and light source mask loss func-
tion. From the visual results in the first and second rows of
Figure 5, our method can also remove longer streak flare,
demonstrating our RFB’s ability to perceive global flare.
The fifth row of Figure 5 also shows that our method can
better retain the light source information. Although the
LPIPS of our FF-Former is smaller than Uformer, we can
see from the visual results in the seventh row of Figure 5
that our results are more realistic and natural, and the flare
removal is cleaner.

4.4. Ablation Study

4.4.1 Impact of Spatial Frequency Block (SFB)

The nighttime flare is continuous, and it usually passes
through the whole image. The existing windows-based
Transformer does not have the ability to model long term
dependence, that is to say, it has only local receptive field
and has no ability to perceive global flare information.

Light Source Mask Loss Real-world Synthetic
✗ 27.17 30.62
✓ 27.35 30.88

Table 3. Performance in the real-world and synthetic nighttime
flare datasets with/without using Light Source Mask Loss Func-
tion.

Therefore, we introduce Fast Fourier Convolution (FFC)
into Spatial Frequency Block (SFB) to solve the problem
of insufficient receptive field of Swin Transformer, and use
a simple residual block to protect details. The experimental
results with/without SFB on real-world and synthetic night-
time flare dataset demonstrate that our method can improve
the nighttime flare removal performance, as show in Ta-
ble 2. The visual results in Figure 4 and Figure 5 demon-
strate that our RFB have the ability to perceive global flare.

4.4.2 Impact of Light Source Mask Loss Function

The nighttime flare must be near the light source. The ex-
isting synthetic data does not add light sources to the back-
ground image, which will cause the light sources in the
image to be removed after the training. In the previous
works [8], the saturated regions of nighttime flare-corrupted
image are extracted and pasted back to the deflared image
to recover the light source. We need to keep the light source
in the deflared image, but we also need to remove the light
source in the training process. Such contradictory problems
will increase the burden of network training and affect the
flare removal performance. We propose a light source mask
loss function to alleviate the above problems. In this sim-
ple way, our method effectively improves the performance
of the model, and also preserves the light source in the de-
flared image to make it look more realistic and natural, as
show in Table 3, Figure 4 and Figure 5.

5. Conclusion
In this paper, we introduce a novel solution for night-

time flare removal, called FF-Former, which is based on
an U-shape network with Fast Fourier Convolution (FFC).
To overcome the limitations of receptive field in current
window-based Transformer methods, we propose the Swin
Fourier Transformer Block (SFTB), which offers a com-
prehensive analysis of nighttime flares from a global per-
spective while retaining important image details during the
restoration process. Additionally, we incorporate a Light
Source Mask Loss Function to ensure the preservation of
light sources in the output images, resulting in more realis-
tic and natural-looking results. Our extensive experiments
on both real-world and synthetic benchmarks demonstrate
that our FF-Former outperforms existing models, making it
a promising solution for nighttime flare removal.

2831



References
[1] CS Asha, Sooraj Kumar Bhat, Deepa Nayak, and Chaithra

Bhat. Auto removal of bright spot from images captured
against flashing light source. In 2019 IEEE International
Conference on Distributed Computing, VLSI, Electrical Cir-
cuits and Robotics (DISCOVER), pages 1–6. IEEE, 2019. 2

[2] Paul A Boynton and Edward F Kelley. Liquid-filled cam-
era for the measurement of high-contrast images. In Cockpit
Displays X, volume 5080, pages 370–378. SPIE, 2003. 2

[3] Floris Chabert. Automated lens flare removal. In Technical
report. Department of Electrical Engineering, Stanford Uni-
versity, 2015. 2

[4] Liangyu Chen, Xin Lu, Jie Zhang, Xiaojie Chu, and Cheng-
peng Chen. Hinet: Half instance normalization network for
image restoration. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
182–192, 2021. 6, 8

[5] Liang-Chieh Chen, George Papandreou, Florian Schroff, and
Hartwig Adam. Rethinking atrous convolution for seman-
tic image segmentation. arXiv preprint arXiv:1706.05587,
2017. 1

[6] Xiangyu Chen, Xintao Wang, Jiantao Zhou, and Chao
Dong. Activating more pixels in image super-resolution
transformer. arXiv preprint arXiv:2205.04437, 2022. 4

[7] Lu Chi, Borui Jiang, and Yadong Mu. Fast fourier convolu-
tion. Advances in Neural Information Processing Systems,
33:4479–4488, 2020. 2

[8] Yuekun Dai, Chongyi Li, Shangchen Zhou, Ruicheng Feng,
and Chen Change Loy. Flare7k: A phenomenological night-
time flare removal dataset. In Thirty-sixth Conference on
Neural Information Processing Systems Datasets and Bench-
marks Track, 2022. 1, 2, 5, 6, 7, 8

[9] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov,
Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner,
Mostafa Dehghani, Matthias Minderer, Georg Heigold, Syl-
vain Gelly, et al. An image is worth 16x16 words: Trans-
formers for image recognition at scale. arXiv preprint
arXiv:2010.11929, 2020. 1

[10] Ross Girshick. Fast r-cnn. In Proceedings of the IEEE inter-
national conference on computer vision, pages 1440–1448,
2015. 1

[11] Yitzhak Katznelson. An introduction to harmonic analysis.
Cambridge University Press, 2004. 5

[12] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton.
Imagenet classification with deep convolutional neural net-
works. Communications of the ACM, 60(6):84–90, 2017. 1

[13] Wei-Sheng Lai, Jia-Bin Huang, Narendra Ahuja, and Ming-
Hsuan Yang. Fast and accurate image super-resolution with
deep laplacian pyramid networks. IEEE transactions on pat-
tern analysis and machine intelligence, 41(11):2599–2613,
2018. 7

[14] Ze Liu, Yutong Lin, Yue Cao, Han Hu, Yixuan Wei, Zheng
Zhang, Stephen Lin, and Baining Guo. Swin transformer:
Hierarchical vision transformer using shifted windows. In
Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 10012–10022, 2021. 1

[15] H Angus Macleod and H Angus Macleod. Thin-film optical
filters. CRC press, 2010. 2

[16] Andreas Nussberger, Helmut Grabner, and Luc Van Gool.
Robust aerial object tracking from an airborne plat-
form. IEEE Aerospace and Electronic Systems Magazine,
31(7):38–46, 2016. 2

[17] Xiaotian Qiao, Gerhard P Hancke, and Rynson WH Lau.
Light source guided single-image flare removal from un-
paired data. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pages 4177–4185, 2021. 2

[18] Ramesh Raskar, Amit K. Agrawal, Cyrus A. Wilson, and
Ashok Veeraraghavan. Glare aware photography: 4d ray
sampling for reducing glare effects of camera lenses. ACM
Trans. Graph., 27(3):56, 2008. 2

[19] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-
net: Convolutional networks for biomedical image segmen-
tation. In Medical Image Computing and Computer-Assisted
Intervention–MICCAI 2015: 18th International Conference,
Munich, Germany, October 5-9, 2015, Proceedings, Part III
18, pages 234–241. Springer, 2015. 6

[20] Aashish Sharma and Robby T Tan. Nighttime visibility en-
hancement by increasing the dynamic range and suppression
of light effects. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 11977–
11986, 2021. 6

[21] Patricia Vitoria and Coloma Ballester. Automatic flare spot
artifact detection and removal in photographs. Journal of
Mathematical Imaging and Vision, 61(4):515–533, 2019. 2

[22] Zhendong Wang, Xiaodong Cun, Jianmin Bao, Wengang
Zhou, Jianzhuang Liu, and Houqiang Li. Uformer: A general
u-shaped transformer for image restoration. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition, pages 17683–17693, 2022. 6, 8

[23] A Waswani, N Shazeer, N Parmar, J Uszkoreit, L Jones, A
Gomez, L Kaiser, and I Polosukhin. Attention is all you
need. In NIPS, 2017. 1

[24] Yicheng Wu, Qiurui He, Tianfan Xue, Rahul Garg, Jiawen
Chen, Ashok Veeraraghavan, and J Barron. Single-image
lens flare removal. arXiv preprint arXiv:2011.12485, 2020.
2

[25] Yicheng Wu, Qiurui He, Tianfan Xue, Rahul Garg, Jiawen
Chen, Ashok Veeraraghavan, and Jonathan T Barron. How
to train neural networks for flare removal. In Proceedings
of the IEEE/CVF International Conference on Computer Vi-
sion, pages 2239–2247, 2021. 2, 6, 7

[26] Syed Waqas Zamir, Aditya Arora, Salman Khan, Mu-
nawar Hayat, Fahad Shahbaz Khan, and Ming-Hsuan Yang.
Restormer: Efficient transformer for high-resolution image
restoration. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 5728–
5739, 2022. 6, 8

[27] Jing Zhang, Yang Cao, Zheng-Jun Zha, and Dacheng Tao.
Nighttime dehazing with a synthetic benchmark. In Proceed-
ings of the 28th ACM international conference on multime-
dia, pages 2355–2363, 2020. 6, 7

2832


