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1. Hierarchical Representation Extractor
(HRE)

In this section, we supplement the detailed architecture
of the proposed HRE for hierarchical representation extrac-
tion. As shown in Fig. 1, HRE is designed in a Unet-
like fashion with Resblock and convolutional layer as basic
components. Then, the feature map calculated from differ-
ent levels is able to act as the hierarchical representation of
the source image. Besides, several flexible skip connections
are employed to better incorporate multi-level features for
elevating the network’s mapping capabilities. Specifically,
given the feature maps (Fbase, Fskip) from the current layer
and the skip connection, the fusion procedure is as follows:

Ffused = α× Conv1∗1([Fbase, Fskip]) + β × Fbase. (1)

where α and β are learnable parameters, and [·] means con-
catenation operation.

Figure 1. The overall architecture of the Hierarchical Representa-
tion Extractor (HRE).

2. Supplemental Ablation Studies
Compare to previous fusion paradigms. To demon-

strate the effectiveness of our proposed fusion paradigm, we
conducted comparative experiments with the existing fusion
paradigms. We ensured that the models had comparable pa-
rameter scales and identical settings. Fig. 2 illustrates the
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visual comparison results, which confirm that our paradigm
achieves superior fusion performance.

Furthermore, we performed an ablation study on the ef-
fect of the dilation operation in GIF loss and reported the
results in Fig. 2. The comparison reveals that omitting the
dilation operation leads to a slightly lower brightness in the
fusion result, but it does not substantially degrade the fusion
quality.

3. Visualization

In this section, more qualitative results are supplemented
for a comprehensive comparison. In Fig. 3, we supplement
the visual comparison of multi-exposure fusion by compar-
ing six traditional methods and nine deep learning-based
methods with our method. Most traditional approaches can-
not reach a globally consistent exposure level, resulting in
inferior visual effects, but have higher information fidelity
(see outdoor scenes). In contrast, methods based on deep
learning are the exact reverse. Even though our method has
produced excellent perceptual results, there is still room for
development to achieve satisfactory multi-exposure fusion
results.

In addition, Fig. 4 provides a supplement to the extended
experimental results on Multi-Focus image Fusion (MFF)
and Visible-Infrared image Fusion (VIF). It can be seen
that in the MFF task, our method is able to generate global
sharpening results by fusing near-focus and far-focus im-
ages. In the VIF process, infrared imaging can provide an
essential complement to visible images in extreme environ-
ments. Extensive visualization results demonstrate the fea-
sibility of our method as a general image fusion paradigm.

4. Metrics

In this section, we supplement the definitions of the eval-
uation metrics used in the quantitative experiments. All in-
dicators are calculated in the same way as used in the bench-
mark [14]. In the following definitions, H and W repre-
sent the height and width of the image. The source image
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Figure 2. Visualization of the ablation results over previous fusion paradigms and the dilation process within the GIF. The weight map-
based fusion paradigm and the deep-represented fusion paradigm are marked as baseline1 and baseline2, respectively.

Figure 3. Supplementary presentation of qualitative experiments on the multi-exposure fusion task.

pair and fused image are denoted by (I0, I1) and If , respec-
tively.

Cross entropy (CE). CE [1] is computed as:

CE =
(
∑255

i=0 hI0(i)log2
hI0

(i)

hIf
(i) +

∑255
i=0 hI1(i)log2

hI1
(i)

hIf
(i) )

2
,

(2)
where h(·) is the normalized histogram of the image.

Entropy (EN). EN [11] evaluates the information rich-
ness of the fused image and is defined as follows:

EN = −
L−1∑
l=0

pllog2pl, (3)

where L is the number of gray levels and pl is the normal-
ized histogram of the corresponding gray level in the fused
image.

Feature mutual information (FMI). FMI [5] represents
the correlation between source image and fused image in
feature information and is defined as follows:

FMI = MIÎ0,Îf +MIÎ1,Îf , (4)

where Î0, Î1, Îf are the feature maps of I0, I1, If . MI de-
notes the mutual information calculation [9].

Normalized mutual information (NMI). NMI [7] is de-
fined as:

NMI = 2(
MII0,If

H(I0) +H(If )
+

MII1,If
H(I1) +H(If )

), (5)

where H(·) stands the image entropy.
Peak signal-to-noise ratio (PSNR). PSNR [8] is defined

as:

PSNR = 10log10
m2

MSE
, (6)

where m is the max value of the fused image, MSE is the
mean squared error between the fused image and source im-
ages.

Nonlinear correlation information entropy (QNCIE).
First, a nonlinear correlation matrix R based on nonlinear
correlation coefficient (NCC) between source images and
the fused image is obtained as:

R =

 1 NCCI0.I1 NCCI0.If

NCCI1.I0 1 NCCI1.If

NCCIf .I0 NCCIf .I1 1

 . (7)

Then, QNCIE [12], can be computed as:

QNCIE = 1 +

i=1∑
3

λi

3
log256

λi

3
, (8)



Figure 4. Supplementary presentation of qualitative experiments on the multi-focus fusion and visible-infrared fusion task.

where λi are the eigenvalues of the matrix R.
Average gradient (AG). AG [3] measures the texture

richness of the fused image through gradient information
as follows:

AG =
1

HW

H∑
i=1

W∑
i=1

√
▽F 2

x (i, j) +▽F 2
y (i, j)

2
, (9)

where ▽Fx(i, j) = If (i, j) − If (i + 1, j),▽Fy(i, j) =
If (i, j)− If (i, j + 1).

Edge intensity (EI). EI [10] measures the edge informa-
tion of the fused image through the Sobel gradient operator
as:

EI =
√
(If ∗ hx)2 + (If ∗ hy)2, (10)

where hx, hy represent the horizontal and vertical operators,
respectively.

Edge based similarity measurement (QAB/F ).
(QAB/F ) [13] is defined as:

QAB/F =

∑H
i=1

∑W
j=1(Q

I0,IfwI0 +QI1,IfwI1)∑H
i=1

∑W
j=1(w

I0 + wI1)
, (11)

where QIi,If = Q
Ii,If
g Q

Ii,If
a , QIi,If

g and Q
Ii,If
a represents

the edge strength and orientation values, respectively. wX

denotes the weight that expresses the importance of each
source image to the fused image in gradient domain.

Spatial frequency (SF). SF [4] is defined as:

SF =
√
RF 2 + CF 2, (12)

where RF =
√∑H

i=1

∑W
j=1(If (i, j)− If (i, j − 1))2 and

CF =
√∑H

i=1

∑W
j=1(If (i, j)− If (i− 1, j))2 is gener-

ated to measure the gradient distribution of fused image.

Human visual perception (QCB). QCB [2] is defined
as:

QCB =
λI0QI0,If + λI1QI1,If

HW
, (13)

where QI0,If and QI1,If indicates the contrast transformed
from source images to the fused image. λI0 and λI1 are the
saliency maps of QI0,If and QI1,If , respectively.

Visual information fidelity (VIF). VIF measures the
distortion between the fused image and the source images
to measure visual information fidelity. The computational
process can be found in previous study [6].

5. Broader Impact
Incomplete information capture is the most common and

unavoidable phenomenon in single-shot imaging of com-
monly used imaging sensors, such as underexposure, over-
exposure, and partial focus. Therefore, image fusion tech-
nology has broad impacts and practical values in various ap-
plications, including remote sensing, medicine, astronomy,
military, and civilian imaging equipment. Image fusion
technology aims to generate high-quality and information-
rich images from given under-expected counterparts. For
a wider range of application scenarios with limited com-
puting resources, the lower model complexity and running
time deserve more valuable evaluation. To this end, our effi-
cient and high-fidelity fusion method based on the proposed
filter-dominated fusion paradigm can provide high-quality
fused images to facilitate intelligent data analysis tasks in
these fields.

The negative consequences may accompany image fu-
sion technology despite the many benefits it brings. This is
mainly related to the risks that may arise from the authentic-
ity of the fused images. For instance, the fusion of images
of the same site captured at different times may result in the



creation of convincing fake photos, resulting in detrimen-
tal ramifications. Furthermore, it is essential to be aware of
the possible failure results of any image fusion algorithm,
leading to misjudgment of information.
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