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Abstract

Cross-modal retrieval methods are the preferred tool
to search databases for the text that best matches a query
image and vice versa. However, image-text retrieval models
commonly learn to memorize spurious correlations in
the training data, such as frequent object co-occurrence,
instead of looking at the actual underlying reasons for
the prediction in the image. For image-text retrieval,
this manifests in retrieved sentences that mention objects
that are not present in the query image. In this work, we
introduce ODmAP@k, an object decorrelation metric that
measures a model’s robustness to spurious correlations
in the training data. We use automatic image and text
manipulations to control the presence of such object
correlations in designated test data. Additionally, our data
synthesis technique is used to tackle model biases due to
spurious correlations of semantically unrelated objects
in the training data. We apply our proposed pipeline,
which involves the finetuning of image-text retrieval
frameworks on carefully designed synthetic data, to three
state-of-the-art models for image-text retrieval. This results
in significant improvements for all three models, both in
terms of the standard retrieval performance and in terms of
our object decorrelation metric. The code is available at
https://github.com/ExplainableML/Spurious CM Retrieval.

1. Introduction

Quickly growing image and text databases necessitate an
urgent need to search data efficiently. The cross-modal text-
image retrieval task considers the setting in which query im-
ages are used to retrieve matching text from a text database
and vice versa. For instance, for a query image that shows
dogs playing with a frisbee, an image-to-text retrieval model
is expected to retrieve a sentence describing the scene (e.g.
“Two dogs fighting over a frisbee”).

Commonly, image-text retrieval models are trained on
paired image-text data. It has been shown that text bi-
ases and correlations in the training data translate to vision-

(frisbee removed)

Top-2 retrieved sentences

: object present in image

: object not present in image

CLIP: 1.
2.

Two dogs sharing a frisbee in their mouth in the snow.
Two dogs fighting over a Frisbee in the snow.

Ours: 1.
2.

Two dogs in a snow covered park.
Two dogs that are fighting in the yard.

Query imageImage from MS-COCO

Figure 1. Image-to-text retrieval results with CLIP and our
proposed pipeline. The query image is generated by removing
an object (i.e. the frisbee). The top-2 text retrieval results show
that CLIP wrongly retrieves sentences that mention the frisbee.
Correct and incorrect words in the retrieved sentences are marked
green and red respectively.

language models (e.g. for image captioning [30]). In this
work, we investigate the impact of spurious correlations in
the training data, such as frequent co-occurrences of se-
mantically unrelated objects, on cross-modal retrieval mod-
els trained with it. We indeed observe spurious correla-
tions in retrieved sentences describing objects not present
in the query image although they tend to be somewhat re-
lated to the objects actually present in the image in the
sense that they frequently appear together in the dataset.
For instance, when an image of dogs without a frisbee is
the query, the CLIP model [58] nevertheless retrieves the
sentence “Two dogs sharing a frisbee in their mouth in the
snow” which contains the word ‘frisbee’ based on common
co-occurrences (see Fig. 1).

It is easy for humans to identify failure cases where re-
trieved sentences mention unrelated objects. However, the

This CVPR workshop paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

2585

https://github.com/ExplainableML/Spurious_CM_Retrieval


standard retrieval evaluation protocols do not specifically
measure these errors. To quantify those, we propose the
object decorrelation metric ODmAP@k which captures a
model’s robustness to semantically unrelated object corre-
lations in the training data. Being able to explicitly measure
this specific type of error is a first step towards mitigating it
since those errors also affect the retrieval task performance.

Our object decorrelation metric uses a designated test set
with carefully designed synthetic images. For this, object
detections are used to remove commonly co-occurring ob-
jects with an inpainting framework [72]. Our ODmAP@k
then measures if the retrieved text i) contains the objects that
occur in the synthetic image, and ii) if the retrieved text does
not mention any of the objects that have been removed from
the original image and are not present in the synthetic im-
age. This enables us to quantify if a model has memorized
commonly co-occurring objects in the training data, or if it
is actually able to retrieve text that matches the objects in
the query images.

Recently, [1] identified spurious correlations in the con-
text of Visual Question Answering (VQA) and alleviated
the biases due to spurious correlations in the training data
by using synthetic training data designed for the VQA
task. Similarly, we propose a finetuning pipeline that mit-
igates the impact of frequent co-occurrences of semanti-
cally unrelated objects in the training data on the trained
models. While data augmentation is commonly used for
computer vision tasks, cross-modal augmentation is more
challenging. In particular, we aim at formulating auto-
matic augmentation strategies in both the image and text
domains, whilst ensuring that the image-text pairs match
and that our synthetically generated data challenges the
memorization of spurious correlations in the training data.
Our proposed finetuning pipeline improves debiasing re-
trieval models while having a competitive performance in
a standard evaluation protocol on the MSCOCO [42] and
Flickr30k [71] datasets.

To summarise, we make the following contributions: (1)
We reveal that the performance of existing cross-modal re-
trieval models suffers from the existence of spurious ob-
ject correlations in the training data. We propose the object
decorrelation metric ODmAP@k to measure this correla-
tion bias. 2) We propose a finetuning pipeline for mitigat-
ing the impact of spurious object correlations in the training
data, which uses carefully designed synthesized data. 3)
We demonstrate that our finetuning pipeline mitigates the
model to learn the spuriousness while having a competitive
performance on the standard retrieval evaluation compared
with the model trained on the original dataset.

2. Related work

Cross-modal retrieval. Commonly, cross-modal retrieval
methods use a learnt shared latent space to relate different

modalities to one another. This has been investigated for
different modalities paired with text, such as for text-image
retrieval [9,12,19–22,27,32–34,36,38,40,41,45,58,63,64,
66,67,73], text-video retrieval [3,4,13,17,23,24,49,54,68,
69], and text-audio retrieval [37, 44, 54, 56]. Furthermore,
[29,31,53] have explored audio-visual-text and audio-visual
retrieval. In this paper, we focus on image-text retrieval.

Image-text retrieval. Text-image retrieval models are usu-
ally trained to align representations across the text and
image modalities for matching image-text pairs. Sev-
eral methods have proposed different ways of quantify-
ing the similarity between learnt visual and text embed-
dings [9, 12, 20–22, 27, 34, 63, 64]. In particular, [21] use a
triplet loss, and [12] consider a probabilistic formulation. A
different line of works has developed specialized network
components which allow the modeling of relations across
modalities [19, 38, 40, 67, 73]. Differently from the afore-
mentioned works that aim at learning better cross-modal
embeddings, we focus specifically on addressing the prob-
lem of biased cross-modal models due to spurious correla-
tions in the training data.

Image-text representations can be learned by using mil-
lions of image-text pairs sourced from the internet for train-
ing [32, 59]. The contrastive alignment of images and text
in the two-stream CLIP [59] and ALIGN [32] frameworks
combined with (noisy) large-scale training data has resulted
in impressive generalization capabilities. Consequently, the
success of the CLIP model [59] has influenced domains far
beyond text-image retrieval, as CLIP embeddings have been
used for varied tasks, such as semantic segmentation [61],
image generation [14], and image video retrieval [46], to
name just a few. Furthermore, several works have built on
CLIP for learning strong and generalizable vision-language
representations in a dual-stream fashion which allows effi-
cient retrieval [2, 25, 39, 51, 70]. In this paper, we apply our
proposed method to CLIP and to the more recent BLIP [39]
which outperforms CLIP on zero-shot image-text retrieval.

Biases in vision-language models. Exposing and mitigat-
ing biases in vision-language models is of increasing re-
search interest. Recent works consider, for instance, soci-
etal biases [5, 65, 75], the missing correspondence of anno-
tation [11], the language bias in VQA [8, 55], hubness in
cross-modal retrieval [6], multimodal spurious correlations
in VQA [1], the spuriousness in captioning [30], object hal-
lucination in captioning [60], large-scale vision-language
pretraining [74], or cross-modal retrieval in a unique e-
commerce setting [47]. To reduce the multimodal spuri-
ous correlations and language bias in VQA, [1, 8, 28, 55]
proposed to create additional data to balance the training
dataset. Inspired by the success of data augmentation in the
VQA setting, we design a setup for synthesizing data that
allows us to identify and mitigate biases in trained image-
text retrieval models that arise from spurious correlations in
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the training data.

3. Object decorrelation framework

In this work, we propose a framework for measuring and
mitigating the bias in retrieval models due to spurious object
correlations in the training data. To examine the spurious-
ness of the retrieval models, we propose the object decorre-
lation metric ODmAP@k that is measured using synthetic
images. In Section 3.1, we describe the process of gen-
erating synthetic images. We then explain our proposed
ODmAP@k metric in Section 3.2. In Section 3.3, we pro-
vide details about our finetuning pipeline for mitigating the
negative impact of object correlations in the training data.

3.1. Synthetic image generation

We consider a dataset D consisting of image-text pairs
(x,y) ∈ D. We examine whether the image-to-text re-
trieval model retrieves a sentence based on the object in a
query image. Concretely, we consider an image x that con-
tains several objects O = {(bi, ci) | i = 1, · · · , p}, where bi
and ci refer to a box region and the class name for the i-th
object. We synthesize an additional input image x′ where
objects of the class c, Oc = {(bi, ci) | ci = c}, are removed
from the original image x. The purpose of removing the re-
gion related to class c is to examine if the retrieved sentence
for this query image contains the word related to class c. If
the retrieved sentence describes the query image x′ well by
not mentioning the class c, this model would be robust to
spuriousness. The removed regions {bi | ci = c} are filled
in by an inpainting model [72] to avoid the data-distribution
shift which occurs when these regions are filled in by a con-
stant value [7]. In the following, we describe the details of
using inpainting for synthesizing images.
Multiple object classes in the original image. To generate
a synthetic image, we select a reference image x that con-
tains objects from multiple classes, |set({ci}p1)| ≥ 2. Our
aim is to synthesize data that can expose and fix a model’s
bias towards frequently co-occurring objects. By removing
objects of a specific class (sometimes it could be multiple
classes, which we discuss below), we increase the number
of images in which correlated classes do not co-occur. We
propose two scenarios for synthesizing synthetic images:
removing a single class and removing multiple classes.
Removing a single class. Assume we select a class cr

which we want to remove from the image x. In this sce-
nario, we want only the objects of class cr to be removed
while others should remain in the synthesized image x′. Let
us define C\r as all classes in the image x with the excep-
tion of class cr, i.e. C\r = set({ci}p1)− {cr}, with the box
regions of objects for the class cr and c\r ∈ C\r defined
as Br = {bi | ci = cr} and B\r = {bi | ci = c\r} respec-
tively. To remove only the objects of the class cr and keep

the objects of all the classes in C\r, the intersection between
object regions should be small enough,

area(Br ∩ B\r)

area(B\r)
< α1, for all c\r ∈ C\r , (1)

where the function area(·) denotes the area of the given ar-
gument. If the LHS of Eq. 1 is big enough, the region Br

will overlap with a large part of the region B\r. If this is the
case, the objects that we want to preserve in the synthetic
image would also be removed when removing the region br.
For instance, in Figure 2 (left), we select the class ‘person’
as the class to be removed in the reference image x. Since
the ‘person’ region is not covering the ‘horse’ region, the
inpainting model restores the removed horse region well,
while the people are fully removed. In practice, we select
α1 = 0.4.
Removing multiple classes. As before, we select a class cr

which we would like to remove from the image x. However,
this time we want to remove objects of multiple classes, in-
cluding the class cr. Let us define Cr+ as the class set where
the objects of the class cr+ ∈ Cr+ largely overlap with the
region Br,

area(Br ∩ Br+)

area(Br+)
> α2, for all cr+ ∈ Cr+ , (2)

where Br+ = {bi | ci = cr+}. When we try to remove the
region Br in the image x, the object information of class
cr+ would almost be lost since the region Br+ highly over-
laps with the region Br. Therefore, instead of removing
only the region Br, we remove object regions of multiple
classes that satisfy Eq. 2, i.e. {bi | ci ∈ {cr} ∪ Cr+}. We
select α2 = 0.8.
Size of the removed region. If the removed region largely
covers the image, the inpainting model would struggle to
generate a realistic image. Therefore, we only consider syn-
thetic images that satisfy:

area(B′)

area(x)
< α3 , (3)

where B′ is the removed region, i.e. B′ = Br when objects
of a single class are removed and B′ = {bi | ci ∈ {cr} ∪
Cr+} when objects of multiple classes are removed. We
use α3 = 0.7.

3.2. Object decorrelation metric ODmAP@k

To evaluate the bias of cross-modal retrieval models due
to spurious object correlations in the training dataset, we
propose the object decorrelation metric ODmAP@k. It
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Figure 2. Pipeline of synthesizing the image/text pair. The left figure shows the pipeline of how the synthetic data is generated. The right
figure shows how the proposed object decorrelation metric works. Existing and nonexisting words/objects in the sentence and image are
colored green and red respectively.

measures the model’s ability to capture the semantic cor-
respondence between the query image and retrieved sen-
tences. To measure ODmAP@k, we use synthetic test im-
ages x′ as queries and retrieve sentences from the gallery
of text captions in the dataset, Gy = {y | (x,y) ∈ D}. Our
objective is to examine whether the retrieved sentence de-
scribes the class cr that is removed and therefore does not
exist in the query image x′.

The best scenario would be that we know the matching
sentence y′ ∈ Gy for the synthetic image x′ since this im-
plies that y′ would not describe the class cr that does not ex-
ist in the image x′, and we can observe whether the model
retrieves the sentence y′. However, it is expensive to man-
ually pair the synthetic image with matching sentences. In-
stead, we focus on the correspondence between the object
class in the image and the noun phrases in the sentence. As-
sume the caption y is composed of several noun phrases
N = {ni | i = 1, . . . , q}. We then measure ODmAP@k by
(1) checking if the sentence y retrieved by the model does
not have any of the noun phrases that is related to the class
cr, i.e. match(cr, ni) = 0 for all ni ∈ N , and (2) deter-
mining whether the retrieved sentence y contains the noun
phrases that are related with the class existing in the query
image x′, i.e. match(c\r, ni) = 1 if c\r ∈ C\r and ni ∈ N ,
where the function match(·, ·) is 1 when two arguments are
related and 0 if not. We assume the retrieved sentence is
correct if both conditions (1) and (2) are satisfied, and then
measure the accuracy using the mean average precision at k
(mAP@k) [52]. For instance, in Figure 2 (right) the query
image does not contain the class ‘person’ but contains the
classes ‘horse’ and ‘hurdle’. If the retrieved sentence con-
tains a noun phrase that is related to the class ‘person’, e.g.
‘A woman’ or ‘An equestrian’, we regard this retrieved sen-
tence as wrong. To reduce the possibility of no relevant and
correct sentences in the gallery that describe the query syn-
thetic image x′ well, we form the gallery G with sentences

not only from the test dataset but also from the training and
validation datasets. Also, the design of the matching func-
tion match(·, ·) differs on the dataset which is described in
Section 4.1.

3.3. Finetuning pipeline

In this section, we introduce a data augmentation method
D′ that helps mitigate the spuriousness of the dataset and
leads to debiasing the model when D′ is used for fine-
tuning. We use the synthetic image x′ generated by the
method introduced in Section 3.1 using the training dataset.
To form the synthetic dataset (x′,y′) ∈ D′, we should
make a caption y′ that describes the synthetic image x′.
One solution would be to manually describe each image,
which requires huge annotation costs. Instead, we propose
three methods that automatically generate sentence with the
pre-existing resources: prompts, a pre-trained captioning
model, and noun phrase chunking.

Prompts. Language prompts have recently gained at-
tention for boosting the performance of large language
and vision-language models [48, 57, 58]. For instance,
CLIP [58] achieved an impressive zero-shot classification
performance on ImageNet [15]. To predict the class label
in CLIP, a prompt, e.g. “A photo of [classname]”, passes
through the CLIP text encoder to form a text embedding
and measure the distance with an image embedding. In
our case, we use the prompt for describing the synthetic
image x′. Assume C\r is the set of classes for which ob-
jects are present in the synthetic image x′. We synthe-
size the caption y′ with the prompt that includes classes in
C\r , e.g. y′ = “A photo of person and dog” when C\r =
{‘person’, ‘dog’}. In practice we use 80 prompts and ran-
domly select a single prompt to generate the caption y′.

Pre-trained captioning model. Another way to easily gen-
erate a caption for a synthetic image is to use a pre-trained
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captioning model. We use the ClipCap [50] image caption-
ing model trained on the MSCOCO dataset [42] to generate
the caption y′.
Removing noun phrase chunks. We can synthesize the
caption y′ by removing relevant noun phrases from the orig-
inal caption y. We assume that the caption y is composed
of several noun phrases N = {ni | i = 1, · · · , q}, and the
synthetic image x′ is obtained by removing the objects from
classes in Cr from the original image x. Similar to how the
ODmAP@k is measured, we select the noun phrases, N r ⊂
N , that are related to the class in Cr, i.e. match(c\r, ni) =
1 for c\r ∈ C\r and ni ∈ N r, and remove the selected
noun phrases N r from the caption y to generate y′. For in-
stance, the noun phrases for y = “Two dogs fighting over a
frisbee” are N = {‘Two dogs’, ‘a frisbee’}. Removing the
class ‘frisbee’ gives the synthetic caption y′ = “Two dogs
fighting over”.

Even though this process of synthesizing the sentence
is similar to the method used in ODmAP@k in the sense
that they both use the noun phrase that matches the class,
we argue that it is not designed to explicitly improve the
ODmAP@k. In the process of generating y′, the noun
phrase is erased from the original sentence y, and therefore
y′ might be grammatically incorrect. Instead, ODmAP@k
is basically retrieving the sentence from the gallery formed
with the original sentence y, and the noun phrase is used
only to check whether the retrieved sentence describes a
specific class when measuring the spuriousness.
Training with the synthetic dataset. With the use of both
datasets D and D′, the training dataset becomes more bal-
anced in terms of the co-occurrence of visual objects and
semantics in the image/text pair. This balanced dataset can
be used to mitigate the bias that arises from memorizing
object co-occurrence.

4. Experiment
We describe our experimental setup in Section 4.1. We

then show the evaluation results on the spuriousness in
Section 4.2 and the standard cross-modal retrieval in Sec-
tion 4.3. Finally, we provide qualitative results and an anal-
ysis of our method in Section 4.4.

4.1. Experimental setup

Cross-modal retrieval datasets. We conduct experiments
on two datasets: MS-COCO [42] and Flickr30k [71]. MS-
COCO contains 123,287 images and each image is manu-
ally annotated with 5 sentences. Following existing works
on this benchmark, we adopted the standard evaluation split
to test the general cross-modal retrieval performance, using
113,287 images for training, 5,000 images for validation
and 5,000 images for testing. Flickr30k contains 31,783
images from the Flickr30k website and each image is an-

notated with 5 sentences. We used the standard evaluation
split that contains 29,000 images for training, 1,000 images
for validation and 1,000 images for testing.
Compared methods. We adopt three cross-modal retrieval
methods for comparison: VSE++ [21], CLIP [58], and
BLIP [39]. The methods we compare to are selected to
cover different architectures (CNN, RNN, or Transformer-
based) and loss functions (triplet loss, contrastive loss, or
matching loss). Specifically, we consider the VGG19 [62]
and Bi-GRU [10] architectures for the image encoder and
the text encoder in VSE++, and ViT-B [18], and BERT [16]
in both CLIP and BLIP. Following the original papers,
VSE++ is trained with a triplet loss, CLIP with a contrastive
loss, and BLIP with a contrastive loss and a matching loss.
We refer to the zero-shot application of the CLIP and BLIP
models as CLIP (zeroshot) and BLIP (zeroshot), respec-
tively, and to the model that was fine-tuned on the original
dataset D as CLIP (finetune) and BLIP (finetune).
Implementation details. We finetune the compared meth-
ods with both the original and synthetic datasets, D ∪ D′,
on a single Quadro RTX 6000 GPU. To finetune VSE++
and CLIP, we run 10 epochs with a batch size of 256. We
use the Adam [35] optimizer with a learning rate in 1e-4
for VSE and 2e-6 for CLIP, and decay the learning rate lin-
early with a rate of 0.5 every 2 epochs. To finetune the
BLIP, we run 2 epochs with a batch size of 16. We use
AdamW [43] optimizer with a learning rate of 1e-5, and de-
cay the learning rate linearly with a rate of 0.5 every half
epoch. If not mentioned otherwise, we use the method of
removing noun phrase chunks to synthesize the text dataset
as default. When synthesizing the text by removing noun
phrase chunks, we match the noun phrase with the class
name of the to be removed class. The mechanism for match-
ing these depends on the dataset. On the Flickr30k dataset,
the (class of object in image, noun phrase in text) pair is
annotated. On the MS-COCO dataset, we manually create
a list of words that are related to the class, and regard the
noun phrase and the class as a matching pair when the noun
phrase contains a word that is related to the class. The man-
ual list is provided in the Appendix. The number of classes
in MS-COCO and Flickr30k is 80 and 4, respectively.
Synthetic dataset. With the data augmentation pipeline de-
scribed in Section 3.3, we synthesized 45,467 image/text
pairs for the MS-COCO training dataset and 4,650 pairs for
the Flickr30k training dataset. These are obtained by con-
sidering a single caption among 5 possible captions for each
image in the original dataset D to generate a synthetic im-
age/text pair. Using all 5 (which results in about 5 times
more synthetic image/text pairs) did not yield a notice-
able performance improvement (discussed in Section 4.4).
Therefore, we use 45,467 and 4,650 synthetic pairs for fine-
tuning the models on MS-COCO and Flickr30k respec-
tively.

2589



MS-COCO (5K test set) Flickr30k (1K test set)
ODmAP@1 ODmAP@5 ODmAP@10 ODmAP@1 ODmAP@5 ODmAP@10

VSE++ [21] 56.0 49.3 45.2 59.7 53.2 49.3
VSE++ [21] + Ours 59.8 52.8 48.3 62.5 54.6 51.5

CLIP [58] (zeroshot) 58.6 51.6 47.1 59.0 52.0 48.4
CLIP [58] (finetune) 59.8 53.2 48.8 60.2 52.2 48.4
CLIP [58] + Ours 70.1 62.3 56.8 61.4 52.3 47.6

BLIP [39] (zeroshot) 60.2 52.3 47.4 62.9 54.9 51.2
BLIP [39] (finetune) 65.3 58.3 53.8 58.3 52.5 50.3
BLIP [39] + Ours 71.6 63.7 58.5 62.5 55.4 52.4

Table 1. Evaluation of object decorrelation of cross-modal retrieval on the MS-COCO (left) and Flickr30k (right) datasets. We
evaluate three different models that use different architectures (CNN, RNN, or Transformer-based) and loss functions for training the
model (triplet loss, contrastive loss, or matching loss).

MS-COCO (5K test set) Flickr30k (1K test set)
image → text text → image image → text text → image

R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

VSE++ [21] 32.8 62.0 74.6 24.1 52.9 66.3 40.9 68.7 78.5 31.8 59.9 70.9
VSE++ [21] + Ours 35.0 64.3 76.2 24.7 53.5 66.6 42.5 69.5 77.7 31.8 60.7 71.8

CLIP [58] (zeroshot) 50.6 75.1 83.6 30.1 55.7 66.8 79.0 94.3 98.2 58.0 82.9 89.9
CLIP [58] (finetune) 65.5 87.4 93.3 48.6 75.7 84.7 84.2 96.1 98.1 68.6 90.4 95.1
CLIP [58] + Ours 65.6 87.2 93.1 48.4 75.7 84.4 85.0 96.5 99.0 69.9 90.9 95.4
BLIP [39] (zeroshot) 71.2 90.1 94.6 55.0 79.3 86.9 85.5 97.9 99.0 77.7 94.2 96.9
BLIP [39] (finetune) 78.0 93.8 97.0 61.0 84.2 90.8 96.1 99.8 99.9 85.8 97.2 98.8
BLIP [39] + Ours 78.7 94.5 97.6 61.3 84.4 90.8 96.2 99.6 100.0 86.2 97.5 98.8

Table 2. Evaluation of standard cross-modal retrieval on the MS-COCO (left) and Flickr30k (right) datasets. We evaluate three
different models that use different architectures (CNN, RNN, or Transformer-based) and loss functions for training the model (triplet loss,
contrastive loss, or matching loss).

4.2. Evaluating object decorrelation

We evaluate the object decorrelation of our method and
four compared methods using the ODmAP@K metric on
the MS-COCO and Flickr30k datasets in Table 1. We ob-
serve that our method outperforms the other frameworks
that we compare to. For instance, CLIP (finetune) gives
59.8% and 60.2% scores in ODmAP@1 on the MS-COCO
and Flickr30k datasets, respectively, while our method
yields 70.1% and 61.4%, outperforming CLIP (finetune)
by a margin of 10.3% and 1.2%. Similar trends are ob-
served across different datasets and compared methods ex-
cept for BLIP on Flickr30k where BLIP (zeroshot) is 0.4%
better than ours. These results imply that our method has
the ability to get better retrieval results than the compared
methods based on the correct object cue present in the im-
age. Also, we observe that the baseline model tends to
have a better ability to debias the spurious correlation when
its standard retrieval ability is better. For instance on the

MS-COCO dataset, BLIP (finetune) has the best score on
ODmAP@1 at 65.3%, followed by CLIP (finetune) with
59.8% and VSE++ at 56%. Finally, we observe that for the
large-scale models the fine-tuned model gives a better score
than the zero-shot model. The ODmAP@1 score improves
from 60.2% to 65.3% for BLIP and from 58.6% to 59.8%
for CLIP when the zero-shot model is fine-tuned only on the
original dataset.

4.3. Evaluating standard cross-modal retrieval

Standard metric. We evaluate the cross-modal retrieval
performance using the recall at K (R@K) which measures
the fraction of queries for which at least one correct sample
is in the top K retrieved items.

Quantitative results for the standard retrieval evalua-
tion. We evaluate the cross-modal retrieval results using
the standard retrieval metric. The results are reported in Ta-
ble 2. Our method shows competitive performance across
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(person removed)

1.

2.

A large white dog sits on a bench 
with people next to a path.
A white dog tied with a black 
leash to a bench.

1.
2.

The fat dog is on a short leash.
A white dog with orange paws is on 
a leash.

1.

2.

Two children looking into a floor 
length mirror attached to a door.
A young girl standing under a 
window next to a toilet.

1.

2.

A little girl sitting in the corner of 
a bathroom.
The young woman is hiding in the 
corner under a basket.

1.

2.

A man in a blue jersey swinging a bat
on a baseball field.
Teammates are watching along a fence 
line as a baseball player swings the bat.

1.

2.

People are playing baseball one boy is 
running to another base.
A young man running to first base 
during a baseball game.

1.

2.

A red two level city bus on a street with 
cars behind it and in the other lane.
A red number 9 bus on a street with two 
black cars going in the opposite direction.

1.

2.

Two red passenger buses on a city street 
together.
Two red busses are traversing next to a 
tall brick building.

(person removed)

1.

2.

A computer graphic of a women holding 
a tennis racket with several balls coming.
Altered photograph of  an athlete hitting 
a tennis ball.

1.
2.

A ready to hit a tennis ball in midair.
A tennis getting ready to hit the tennis 
ball.

1.
2.

A clock that is sitting in front of a chair.
A clock on a table behind a painting.

1.

2.

A red and white plate sitting next to an 
analog clock.
A plate and a clock sit on a wooden table.

1.

2.

A surfer in a wet suit is surfing on a 
red and white board.
A man standing on a surf being 
pulled by a boat.

1.

2.

A man with an oar on a surfboard 
in the water.
A man surfing a small wave with a 
paddle.

(toilet removed)

Figure 3. Qualitative results of image-to-text retrieval. The first (resp. second) row shows the image-to-text retrieval results when the
query image is from the original dataset (resp. synthetic dataset). For the synthetic dataset, we indicate which class has been removed from
the original dataset in red.

different datasets and baseline models. For instance, CLIP
(finetune) yields 65.5% and 48.6% for image-to-text and
text-to-image R@1 respectively on the MS-COCO dataset,
while our method gives 65.6% and 48.4%. In both cases,
the difference is less than 0.5%. Similar trends are ob-
served across different datasets and compared methods,
where our method shows competitive or marginally better
results. Overall, these results suggest that our method ad-
dressed the co-occurrence bias in the model without harm-
ing the overall retrieval performance.

4.4. Analysis

Qualitative result. Figure 3 shows a qualitative compar-
ison between CLIP [58] and CLIP fine-tuned on our aug-
mented dataset. The first row shows the top-2 retrieved sen-
tences given the original image as a query. It can be ob-
served that the retrieved sentence describes an object that
is not present in the query image. For instance, the first
retrieved sentence by CLIP for the first image as a query

contains the word ‘bat‘ which is not visible in the image but
is related to other objects like the man with a blue jersey or a
baseball field. This can be observed more clearly in the sec-
ond row of Figure 3 where the synthetic image is given as
a query. While objects of the selected class (or classes) are
removed from the original image to generate the synthetic
image, we observe that CLIP still retrieves the sentence that
describes the object that is removed. For instance, the top-
1 retrieved sentence by CLIP for the first image as a query
contains the word ‘food’ which is the class that has been
removed from the original image. Our method retrieves the
sentence that describes the visible objects without mention-
ing other objects that are not present in the query image.

Impact of different methods for synthetically generating
data. Here, we explore the impact of different methods for
synthetically generating text and images in D′. For the im-
age synthesis, we consider three different methods that are
commonly used for removing the information from the im-
age: zero padding, mean padding, and blur padding. Zero
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padding refers to the method where the removed region Br

in the original image is filled in with zeroes. Mean padding
and blur padding refer to the compared methods when Br is
filled in with the average pixel values of Br and the Gaus-
sian blur of Br, respectively. For text synthesis, we consider
two additional methods: prompts and the captioning model
to generate the text (as described in Section 3.3).

The results for different data synthesis methods are
shown in Table 3. We observe that except for using prompts
to synthesize text and inpainting for image synthesis, us-
ing the synthetic dataset generated by noun phrase removal
and inpainting method appear to be suited best for debias-
ing the model. When the image is generated using blur-
, zero-, or average padding, the synthesized image would
be considered out-of-distribution which would result in the
model learning other biases. Furthermore, using prompts
for text synthesis shows the best result on ODmAP@1 but
drastically decreases on ODmAP@5 and ODmAP@10. We
discovered that this model suffers from the hubness issue,
i.e. the retrieved sentence tends to be the same for many
different queries. We conjecture that this happens because
the prompts use a similar text format, and the model learns
to match this specific text format to the synthetic images.
These results suggest that the careful design of data aug-
mentation is needed to debias the model.
Impact of varying the ratio of original and synthetic
data. To determine the best experimental configuration
for improving the model’s performance with the synthetic
dataset D′, we experiment with different ratios of syn-
thetic data included for training of the CLIP model in the
COCO dataset. Concretely, we first generate a synthetic
dataset using all 5 original captions per image, which is
then |D′|/|D|. ≈ 0.4. We use the full original dataset D,
but vary the subset from the synthetic dataset D′

sub ⊂ D′

and use both D and D′
sub for training the model. We show

the R@1 and ODmAP@1 as we change the amount of syn-
thetic data used for training in Figure 4. We observe that the
ODmAP@1 increases drastically until |D′

sub|/|D|. ≈ 0.1,
and then slowly increases and saturates after the ratio is
larger than 0.2. Given that using one out of five original
captions per image to generate a synthetic dataset would
have |D′

sub|/|D|. ≈ 0.08 which is near 0.1, we conclude
that using synthetic data for a single caption per image is
sufficient. We also observe that the R@1 score does not
vary much as we change the ratio of the datasets.

5. Conclusion
In this paper, we studied the learnt bias in the image-text

retrieval models that arises from spurious correlations in the
training data. We discovered that existing methods tend to
retrieve samples based on cues that might not be semanti-
cally related. To address this issue, we trained the model
with additional synthetic data which eliminates frequent

Method
Text

Synth.
Image
Synth.

Object decorrelation evaluation

ODmAP@1 ODmAP@5 ODmAP@10

D - - 59.8 53.2 48.8

D + D′

NP removal blur pad. 67.9 60.9 55.8
NP removal zero pad. 68.9 61.0 55.7
NP removal avg pad. 69.1 62.0 57.1
capt. model inpaint 61.9 55.6 51.6

prompts inpaint 73.8 56.2 49.5
NP removal inpaint 70.1 63.7 58.5

Table 3. Comparing the impact of different methods for syntheti-
cally generating text and images in D′ from the MS-COCO dataset
on CLIP (finetuned) in terms of its spuriousness.
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Figure 4. Impact of varying the ratio of original and synthetic
samples used for training the model.

object co-occurrences in the original training data. Addi-
tionally, we proposed a new object decorrelation metric,
ODmAP@k, which measures how well the model retrieves
samples based on the right cue. Applying our method shows
significant improvements on ODmAP@k for a variety of
image-text retrieval models, without harming the standard
retrieval performance.
Limitation and future work. Our method focuses on data
augmentation for the image-text retrieval task. It alleviates
the bias caused by spurious correlations between objects in
the training data, but does not analyze and solve other bi-
ases, e.g. texture bias [26]. Finding and analyzing other
biases in the retrieval model would be an interesting topic.
Another promising future direction would be to further ex-
plore the spuriousness of other cross-modal retrieval tasks
such as text-video retrieval or text-audio retrieval.
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