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Abstract

Real-time portrait segmentation is an important task for
a wide range of human-centered applications. With the
increase of mobile devices, such as mobile phones and
personal computers, more and more human-centered
applications are transferred to running on these devices
to provide users with a better experience. So, lightweight
model designing becomes indispensable for building appli-
cations on these limited-resource platforms. In this work,
we propose a real-time segmentation U-shape architecture
with a Re-parameter Compress Residual module (RCR
module) and a bypass branch that can further improve the
segmentation efficiency. In order to speed up during the
inference phase, the RCR module is compressed during
inference, and the bypass branch adds the missing edge
information improving the learning skill of the network.
Based on the experiments on the EG1800 and P3M-10K
dataset compared with the state-of-the-art methods, the
proposed method achieves better performance with less
number of parameters. Specifically, our method reduces the
number of parameters around 50% while maintaining com-
parable high accuracy, and the details will be described in
the experiment part.

1. Introduction

With the development of computer vision and artificial
intelligence, we can easily classify images, detect objects in
scenes, get the outline of the objects, etc. Meanwhile, as
one of the key objects in daily life, humans derivate lots of
subtasks such as person re-identification, human detection,
human pose estimation, and so on. This kind of human-
centered computer vision is challenging due to the compli-
cated human shape, the differences between humans, the
complexity of human action, and other factors. So, human-
centered computer vision tasks have attracted much atten-
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Figure 1. Speed-Accuracy Comparison. This figure shows the
comparison between our methods(showing as the red dot) and the
other methods(showing as the blue dot)on the EG1800 validation
set. The dots in the upper left corner mean these models have a
better balance of performance and efficiency.

tion from academia and industry. Not only that, as the
trend of work from everywhere, human-centered technolo-
gies are used in many devices such as laptops, mobiles,
and other resource-limited devices. As a result, real-time
or lightweight human-centered methods have thrived these
years, and human portrait segmentation, as one of the fun-
damental technologies, has been developed. Human por-
trait segmentation has a wide application, such as getting
the outline of the person, replacing the background, and so
on. Although the previous methods of human portrait seg-
mentation have state-of-the-art performance, they have too
many parameters and can not run in real-time on devices
whose computation power isn’t as strong as some cloud
servers with multiple GPUs. For this reason, this paper pro-
poses a lightweight human portrait method. And Figure 1
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shows a detailed comparison between our methods and the
other SOTA methods. Obviously, our methods achieve bet-
ter performance with a smaller number of parameters. So,

in this paper, we have the following contributions:
* Propose a new Re-parameter Compress Residual mod-
ule to enhance usage the different level of information;

* Propose a new network with fewer weights whose per-
formance is comparable with the other models having
a large number of parameters;

* Numerous experiments were conducted to verify the
superiority of the proposed method over other meth-
ods.

2. Related Work

Segmentation. The segmentation is to get the pixel-level
mask of the object in the images or videos. With the de-
velopment of deep learning, researchers have come up with
many advanced methods in images, such as [1,2, 8,9, 13,
,21]. [1] firstly uses the fully connected convolution neu-
ral network to get the mask of the objects on the image; [2]
uses the dilated convolution network to increase the recep-
tive field to get the better performance on the segmentation
task; [17] proposes using the U shape network structure to
mix the information from the different size of the feature;
[13] proposes a model with a spatial squeeze module and in-
formation blocking decoder to achieve outstanding perfor-
mance with fewer parameters. Moreover, as the demand for
video analysis increases, researchers have proposed some
methods in the video domain, such as [16,20,24]. In the vi-
sual conference scenario, video segmentation methods are
undoubtedly one of the key technologies to provide a bet-
ter user experience. Nevertheless, the lack of high-quality
training data hinders the usage of video segmentation meth-
ods based on supervised training. So in our paper, we use a
training process to train the proposed model by using image
data, which alleviates the eager need for the labeled video
data.
Efficient Network Designing. Most of the deep learning
networks have a large number of parameters that hinges
on the usage of the deep learning methods used in some
computation power-sensitive devices such as laptops, edge-
computing nodes, mobile phones, and so on. In order to
make these devices can use deep learning methods, re-
searchers have proposed a series of designing of the net-
work with less need for computation cost. [3-7, 18,23] are
some representative methods in this area. [6, 7, 18] design
a new series of the network containing the module named
depth-wise and path-wise convolution kernel to reduce the
parameters without decreasing the performance. While [23]
follows this design and improves the depth-wise by replac-
ing the convolution computation with the shuffle operation.
Meanwhile, [3] uses the re-parameterization method to in-

crease the efficiency of the model in the inference phase. [5]
propose a new module to get more feature maps through
cheap operations, and in this way, it gets a better balance of
efficiency and performance.

3. Method

In this section, we will elaborate on our method. Firstly,
we will introduce the entire network architecture used in our
proposed portrait segmentation method. And then, we will
introduce the architecture of the proposed Re-parameter
Compress Residual (RCR) module, which is specifically de-
signed for real-time segmentation and serves as the encoder
module and the decoder module that makes up the entire
network. Then, we describe the re-parameter adaptive posi-
tion encoding used in the encoder. At last, we will introduce
the loss function used during the training process.

3.1. Overview

The overview of the RCR segmentation network (RCR-
Net) is shown in Figure 2. RCRNet contains an encoder
module and a decoder module. Every stage uses two RCR
modules shown in Figure 4. The output of the same layer
of the encoder and the output of the upper layer of the de-
coder are added as the input of the decoder. In Stagel, we
introduce an additional branch that uses the RCR modules
and a Feature Fusion Module (FFM) used in the previous
work [21]. After the second RCR module’s output of this
branch, we add a SegHead to guide the branch to learn edge
information and guide the learning of Stage! in the decoder.
Because the U-shaped structure is easy to lose edge infor-
mation in the process of convolution, the branch module can
ensure the retention of spatial information. Moreover, the
SegHead’s architecture is shown in the right-upper corner
in Figure 2. It only consists of one 3 x 3 convolution kernel
and one 1 x 1 convolution kernel with corresponding batch
normalization and non-linear activation functions, and we
find that even if the head has a simple structure, it can help
the entire network keep more edge information. The train-
ing loss consists of edge loss and segmentation loss. In the
following, we will detail each part of the proposed method.

3.2. Re-parameter Compress Residual Module

The key component of our proposed network is the
RCR(Re-parameter Compress Residual) module. Fig-
ure 3(a) illustrates the layout of the RCR module. The num-
ber of feature map channels is adjusted in the first block, us-
ing block1 to denote the operations of the first block. Then,
there are three branches in the second block. One branch,
denoted by block2cony3, contains a depth-wise separable
3 X 3 convolution and a batch normalization layer. The
second branch, block2¢n+1, contains a depth-wise separa-
ble 3 x 3 convolution and a batch normalization layer. The
last branch does not have any computation operation, which
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Figure 2. Overview of RCR segmentation network. The upper part
is the encoder of the whole network that projects the RGB images
into the high dimensions semantic feature. And the lower part is
the decoding part which transfers the high-dimension information
to the output. The whole architecture is designed as the shape of U,
and the proposed module, RCR, is used in the connection between
the encoder and decoder to enhance the usage of different level
features without increasing a huge number of parameters. And the
Feature Fusion Module(FFM) [21] in the decoder helps it leverage
the high-level and low-level feature in a learning-based way.

only copies the first block’s output to the next module. Be-
cause the contiguous feature maps often contain some sim-
ilar information, the last branch passes this information di-
rectly to the final output. Therefore, the output map is cal-
culated as follows:

Toutput =bl0ck2cony3(blockl(Tinput))+
block2conv1 (block1(Tinput))+ (D
block1(Zinput)

where Zinput, Toutpur respectively denote the RCR module
input and output. In the condition of efficiency, we adopted
add as the second block’s two-branch fusion operation.

As the process of re-parameterization [3], the three
branches in the second stage can merge into one, as shown
in Figure 3(b). Specifically, the second block in the RCR
module could convert into a single 3 x 3 convolution layer
in the inference stage. For the identity branch, it can be
viewed as 1 x 1 convolution layer with an identity matrix
as the kernel, the 1 x 1 kernels added onto the central point
of 3 x 3 kernel by zero-padding. The combined convolu-
tion layer and the batch normalization layer can merge into
a convolution layer. The process of the convolution layer
can be mathematically modeled as follows:

Conv(z) =Wxx+b )
The process of batch normalization layer can be mathemat-
ically modeled as follows:

T —

BN(z)=~+ "t 4 p 3)

g

Then, we can convert the convolution layer and its preced-
ing Batch Normalization layer into a convolution layer with

a bias vector. The process can finally be calculated as fol-
lows:

BN(Conv(z)) =~ * w+5
g
“4)
:y*W*x_’_ﬁy*(b—u)—i—a*ﬁ
g

At inference, the convolution and batch-norm are linear op-
erations. They can be easily folded into a single convolution
layer with weights % and bias M. Batch-norm
is folded into the preceding convolution layer in the two
branches. After obtaining the batch-norm folded weights
in each branch, the weights W = Wy,anchi + Waranch2
and bias b = bpranch1 + bbranchz for convolution layer at
inference is obtained.

< ldentity &21x1Conv kernels /~/3x3Conv kernels
(a)

Figure 3. The architecture of the RCR(Re-parameter Compress
Residual) module. (a) the module in the training phase. (b) the
module in the inference phase, the identity and convolution branch
in the second block can be merged into one convolution layer.

Based on the RCR module, we designed the network’s
every stage. As shown in Figure 4, there are two struc-
tures that mainly consist of two stacked RCR modules. The
first RCR module acts as an expansion layer or compres-
sion layer, changing the number of channels. The second
RCR module further extracts segmentation features. Then
the shortcut is connected between the inputs and the outputs
of these two RCR modules. The network’s stages described
above are A-structure. B-structure is for the case where the
feature map needs downsampling or upsampling, the short-
cut path is implemented by a downsampling layer, and a
depthwise convolution with stride=2 is inserted between the
two RCR modules. In practice, the primary convolution in
the RCR module here is point-wise convolution for its effi-
ciency.

3.3. Loss function

We use the similar loss function described in the [22],
and the format is shown as the following. The L,,, means
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Figure 4. Different structures of the RCR module. (a) shows the A-
type structure without the down or up sample module, which saves
the number of parameters. While (b)shows the B-type structure
having the extra module to improve the performance of the whole
module.

the cross entropy loss between the ground truth and the pre-
dicted result. L. is the constraint loss and L. is the bound-
ary loss, which refines the model. In the training process,
we set the « = 1 and 8 = 0.3.

L=Lpn+axLetfBxLe 5)

4. Experiments

We implement our method on three datasets: EG1800
[19] and P3M-10K [10] to evaluate the effectiveness of the
RCR module and re-parameter adaptive position encoding,
respectively. We first introduce the datasets, and implemen-
tation details. Then, we report our accuracy and speed re-
sults on different networks compared with other algorithms.
Finally, we discuss the impact of components in our pro-
posed approach.

4.1. Datasets

EG1800. We use the dataset images declared in [13]. The
original dataset contains 1800 portrait images, mainly self-
portraits with a mobile phone. Since several image URL
links are invalid, the existing dataset that can be collected
contain 1579 images. We use 1309 images as the training
set and 270 images as the validating/testing dataset.

P3M-10k. P3M-10k includes 10421 face privacy-
protected pictures and corresponding fine matting anno-
tations. Among them, the training set has 9421 high-
definition portrait pictures with blocked faces. The test set
is divided into two parts: (1) P3M-500-p provides 500 faces
whose privacy information is blocked and high-precision
annotations to verify the matting effect of the model under
privacy protection; (2) P3M-500-np provides 500 celebrity

portrait images, whose face information can be disclosed to
verify the generalization ability of the model on ordinary
complete portraits.

4.2. Implementation Details
4.2.1 Data Augmentation

We followed the data augmentation method in [22]. We use
deformation augmentation and texture augmentation to sup-
plement the original training dataset, leading to better seg-
mentation results. The deformation augmentation contains
random horizontal flip, random rotation, random resize,
and random translation. The texture augmentation contains
random noise, image blur, random color change, random
brightness change, random contrast change, and random
sharpness change. The images are resized to 224 x 224.

These data augmentation methods can be divided into
two categories: one is deformation augmentation and the
other is texture augmentation. Deformation augmentation
augments the position or size of the target but will not affect
the texture. On the other hand, texture augmentation com-
plements the texture information of the target while keeping
the position and size.

The deformation augmentation methods used in our ex-

periments include the following:

* Random Flip. For this augmentation, we choose to use
the random horizontal flip because the portraits are of-
ten not eudipleural, and using horizontal flip could en-
hance the generalization of models. Meanwhile, for
the portraits, the horizontal flip is more meaningful
than the vertical flip.

* Random Rotation. We use the rotation in the range
of [—45°,45°]. The reason for using it is to simulate
different poses of people.

* Random Resizing. We use the resizing factors in the
[0.5, 1.5] range to enlarge the number of images in dif-
ferent resolutions.

* Random Affine. We use the translation factors in
[—0.25, 0.25] in the random affine function.

The texture augmentation methods used in our experiments
include the following:

* Random Noise. We randomly add the Gaussian noise
in the images to enhance the model’s generalization in
different image qualities. The Gaussian noise has the
parameter o = 10.

* Image Blur. We use a blur kernel with a kernel size of
3 or 5 to randomly blur the training images.

* Random Color Change. We use this augmentation to
make one image have different color representations
with the same semantic meaning. The change factors
are in [0.4, 1.7].

* Random Brightness Change. This augmentation is to
imitate the different lighting conditions. The change
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Table 1. Segmentation accuracy comparison of different models
on EG1800 datasets.

Table 2. Segmentation accuracy comparison of different models
on P3M-10k datasets.

Method FLOPs(M) Params(M) mlIOU(%)
ENet [14] 346 0.355 95.16
BiSeNetV3 [4] 44829 14.24 94.91
PortraitNet [22] 325 2.080 95.99
ESPNet [11] 345 0.328 94.65
ESPNetV2, o [12] 231 0.778 94.71
ESPNetV2, 5 [12] 137 0.458 94.00
ContextNet [15] 1870 0.838 95.71
MobileNetV3 [6] 66 0.458 94.19
SINet [13] 64 0.087 94.81
RCRNet* 217 0.772 96.33

factors are in [0.4, 1.7].

* Random Contrast Change. It can modify the contrast
of the images. The change factors are in [0.6, 1.5].

* Random Sharpness Change. The change in the sharp-
ness of the images will cause the objects to have clear
outlines or fuzzy outlines, which makes the model
handle different situations. The change factors are in
[0.8 —1.3].

Every operation in deformation augmentation and texture
augmentation added up with a probability of 0.5 during
training. After data augmentation, we normalize the input
images.

4.2.2 Training Method

As we have mentioned before, one of the difficulties in us-
ing video segmentation in practice is the need for labeled
video data. We use another way to simulate the video data
by using the image data, and in this way, the trained model
could have a better ability to deal with the video data. In
detail, we expand the channels of each image from 3 to 4.
The extra channel is the mask of the last frame, so we want
to make the model get the temporal information by using
the last frame’s mask. However, in the image dataset, we
can not get the last frame, or in other words, the prior frame
does not exist, so in this situation, we will generate some
fake prior masks to simulate the complex motion between
frames. Specifically, we apply some affine transformation
on the current image’s ground truth mask during training.
And then, the generated mask and the original image will
be fed into the model together to generate the segmentation
result of the current frame. In this way, we can use the im-
age to train the model, which is suitable for the video data.

4.2.3 Experimental Setup

We conduct our experiments by using the PyTorch frame-
work. We perform all experiments on NVIDIA RTX 6000

mIOU(%)  mIOU(%)
Method FLOPS(M)  pani500-p  P3M-500-np
ENet [14] 346 95.64 95.91
PortraitNet [22] 325 95.51 95.75
BiSeNetv3 [4] 44829 94.25 94.31
RCRNet! 177 95.31 95.61
RCRNet® 190 95.45 95.66
RCRNet* 217 95.76 96.15

GPU with batch size 32. We use the Adam algorithm with
momentum 0.9 and weight decay Se-4. The initial learning

“% - to adjust

h

och
20

rate is set as 0.01 and is multiplied by 0.95
with 2000 epochs.

4.3. Evaluation Results

To demonstrate the effectiveness of the proposed model,
we compared it with the existing popular models in the por-
trait segmentation field. Table 1 shows the quantitative com-
parison among the above different segmentation models.
We can see that our method enables us to obtain higher seg-
mentation accuracy. Compared with PortraitNet, which has
state-of-the-art accuracy, our RCRNet* has achieved higher
accuracy and reduced half of the FLOPs. Specifically, com-
pared with the method with the second highest performance,
our proposed method just use 0.772M parameters, which
reduces more than 50% of 2.080M.

Meanwhile, we also do experiments on the other human
portrait segmentation dataset, P3M-10K. The experiment
results are shown in Table 2. Based on the experiment re-
sults, we can know that no matter whether the images with
privacy protection or not, our proposed method outperforms
the other methods with less computation cost. Moreover,
compared with the previous methods, our proposed method
uses fewer parameters to achieve a good performance.

4.4. Ablation Study

The ablation study is shown in Table 3. RCRNet' uses
the RCR module in the encoder while using the same de-
coder in [22]. Based on Table 3, we can know that the
improvement of the encoder makes the new network have
fewer FLOPs and the number of parameters, while its per-
formance is comparable with the benchmark. That proves
the efficiency of the proposed module in the encoder part.
Moreover, because the architecture of the network can be
divided into the encoder and decoder parts, we want to know
whether the RCR module is useful in the decoder part.

Obviously, from Table 3, RCRNet! noting the network
whose encoder and decoder both use the proposed RCR
module, outperforms the RCRNet! with a slight increase
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Figure 5. Segmentation results on the EG1800 validation dataset.

of the number of parameters. The experiment results mean
our proposed RCR module can be used in both the encoder
and decoder parts.

RCRNet® and RCRNet* show the result of the proposed
method with the spatial path. From Table 3, we can know
that the spatial path has the ability to enhance the perfor-
mance of the portrait segmentation network, so the pro-
posed network, RCRNet*, contains the spatial path.

Figure 5 shows several difficult portrait segmentation re-
sults generated by the four methods. We can see that the
RCRNet' has slight flows in the details of the hair and
some edges of the body. Furthermore, RCRNet! performed
slightly better on these defects, but the naked eye was still
able to distinguish the errors. The results of RCRNet® and
RCRNet* have almost no incorrect segmentation, which is
consistent with the ground truth. Compared with the other
methods, the RCRNet* has higher segmentation accuracy
and performance.

Table 3. Segmentation accuracy comparison of different models
on EG1800 datasets. We test all the modifications of the RCRNet
and get the result. RCRNet' improves the encoder part, RCRNet*
improves the decoder part, the RCRNet® improves the encoder
and the bypass, and RCRNet* changes the encoder, decoder and
the bypass at the same time.

Method FLOPs(M) Params(M) mIOU(%)
PortraitNet [22] 325 2.080 95.99
RCRNet! 157 0.607 95.97
RCRNet? 177 0.608 96.02
RCRNet® 190 0.610 96.31
RCRNet* 217 0.770 96.33

5. Conclusion

In this paper, we propose a new model named RCRNet,
which uses the Re-parameter Compress Residual modules
as the vital component. Based on the experimental results,
our proposed method performs better with lower compu-

tation costs. The proposed lightweight portrait segmenta-
tion network leverages the RCR module. The module has
multiple branches in training, which has stronger learning
ability, and multiple branches can be combined into one
branch in inference without accuracy loss. We also add a
bypass branch between the low layers and the deep layers
that improves segmentation accuracy. The experimental re-
sults demonstrate that our RCRNet has fewer parameters
and higher segmentation efficiency, which can be applied in
real-time portrait segmentation on mobile devices. In the
future, we will continue researching this area and hope to
solve some bad cases, such as the blurry edge and so on.
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