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Abstract

This study assesses the outcomes of the NTIRE 2023
Challenge on Non-Homogeneous Dehazing, wherein novel
techniques were proposed and evaluated on new image
dataset called HD-NH-HAZE. The HD-NH-HAZE dataset
contains 50 high resolution pairs of real-life outdoor images
featuring nonhomogeneous hazy images and corresponding
haze-free images of the same scene. The nonhomogeneous
haze was simulated using a professional setup that repli-
cated real-world conditions of hazy scenarios. The competi-
tion had 246 participants and 17 teams submitted solutions
for the final testing phase. The proposed solutions demon-
strated the cutting-edge in image dehazing technology.

1. Introduction
Haze is a naturally occurring phenomenon that can sig-

nificantly diminish visibility in a scene as the distance in-
creases, resulting in poor image quality. This atmospheric
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process is caused by the presence of small particles in the air
that alter the properties of the environment. Consequently,
hazy scenes are typically characterized by low contrast, di-
minished saturation, altered colors, and increased noise.

Recovering visual information from hazy images is im-
portant for various applications, such as aerial or ground
surveillance, automatic traffic control and automatic driv-
ing. Therefore, image dehazing has attracted significant in-
terest in the last decade

In recent years, there has been significant interest in the
field of image dehazing [1,6,8,9,26,33,38,42,57,58] due to
the importance of recovering visual information from hazy
images for various applications, including aerial or ground
surveillance, automatic traffic control, and automatic driv-
ing. More recently, image dehazing has been tackled by
various CNN architectures [17, 43, 53, 60, 72].

A major challenge in objectively verifying and classify-
ing dehazing algorithms is the absence of standardized test
benchmarks. The evaluation of dehazing techniques is often
complicated by the absence of a reference image or ground
truth, and the lack of standard algorithms for detecting and
measuring errors. Additionally, blind evaluation algorithms
have been developed, but their inconsistent results may be
due to a lack of validation on real images.

Maintaining consistent lighting conditions and achieving
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pixel-by-pixel correspondence between the reference and
hazy image are crucial factors that pose significant chal-
lenges in the collection of such unclear images. As a re-
sult, the first image dehazing datasets (e.g. D-HAZY [5])
were synthesized and used information about scene depth
and scene attenuation parameters.

However, a better solution involves recording outdoor
haze-free images, and subsequently capturing the same
scene with haze introduced through specialized equipment.
The first realistic image dehazing datasets were introduced
at the NTIRE2018 [2] image dehazing challenge. O-
HAZE [7] contains 45 outdoor pair of images and and
I-HAZE [4] contains 35 indoor pair of images. The
hazy scenes of O-HAZE and I-HAZE datsests are charac-
terised by light and homogeneous haze. Similarly, DENSE-
HAZE [3] contains dense (homogeneous) hazy and ground-
truth images and was employed by the NTIRE 2019 image
dehazing challenge NTIRE2019 [14]. On the other hand,
the first realistic non-homogeneous image dehazing datasets
(NH-HAZE [10]) were used for the NTIRE 2020 [11] and
2021 [12] image dehazing challenges.

The NTIRE 2023 image dehazing challenge represents a
step forward in benchmarking single image dehazing. It is
based on an HD-NH-HAZE dataset that consists of 50 HD
hazy images and their corresponding ground truth (haze-
free) images of the same scene. HD-NH-HAZE contains
real outdoor scenes with non-homogeneous haze generated
using a professional haze setup. In NTIRE 2023 image de-
hazing challenge, we perform an objective evaluation by
comparing the results of the competing methods with the
reference images of the HD-NH-HAZE dataset.

This challenge is one of the NTIRE 2023 Work-
shop 1 series of challenges on: night photography render-
ing [54], HR depth from images of specular and trans-
parent surfaces [70], image denoising [40], video col-
orization [37], shadow removal [59], quality assessment
of video enhancement [44], stereo super-resolution [61],
light field image super-resolution [62], image super-
resolution (×4) [74], 360° omnidirectional image and video
super-resolution [18], lens-to-lens bokeh effect transforma-
tion [20], real-time 4K super-resolution [21], HR nonho-
mogenous dehazing [13], efficient super-resolution [39].

2. Image Dehazing Challenge

The objectives of the NTIRE 2023 challenge on nonho-
mogeneous image dehazing are: (i) to extend the study and
increase the performance in terms of image dehazing; (ii)
to compare and promote the state-of-the-art solutions; and
(iii) to emphasize the availability of high quality datasets,
such as the non-homogeneous high resolution image dehaz-
ing (HD-NH-HAZE) dataset.

1https://cvlai.net/ntire/2023/

2.1. Nonhomogeneous image dataset

The NTIRE 2023 image dehazing challenge was built on
the extended version of the former NH-Haze [10] dataset.
The HD-NH-HAZE consists of 50 hazy images and their
corresponding ground truth (haze-free) images of the same
scene. The dataset contains real outdoor scenes with non-
homogeneous haze generated using a professional haze
setup. To introduce haze in the outdoor scenes we employed
two professional haze machines which generate vapor par-
ticles with diameter size (typically 1 - 10 microns) simi-
lar to the atmospheric haze particles. For recording images
we used Sony A7 III cameras remotely controlled. To en-
sure consistency between the unaffected areas of the haze
in the image pairs, the camera parameters (shutter-speed /
exposure-time, the aperture / F-stop, the ISO and the white-
balance settings) were adjusted manually and then kept un-
changed between the two consecutive recording sessions.
We set the camera parameters (aperture-exposure-ISO), us-
ing an external exposure meter (Sekonic) and for white bal-
ance we used the medium gray card (18 % gray) of the color
checker. The process of recording a pair of images took
about 20-30 minutes.

2.2. Evaluation

For the NTIRE 2023 dehazing challenge we set a Co-
dalab competition. In order to access the data and submit
produced results to the evaluation server, each participant
had to register to the Codalab competition and follow the
phases set.

The Peak Signal-to-Noise Ratio (dB) and the Structural
Similarity index (SSIM) computed between the inferred re-
sult and the ground truth image are the quantitative mea-
sures. The higher the score is, the better the restoration fi-
delity to the ground truth image is. Additionally, the LPIPS
perceptual measure was deployed, for assessing the quality
of the produced results. The final ranking was done after in-
troducing the Mean Opinion Score (MOS), as a result of an
user study set by the challenge organizers, with the results
provided by the teams in the final phase of the challenge.

2.3. Challenge Phases

1. Development phase: In this phase, the first 40 high
resolution (4000×6000) images of the HD-NH-HAZE
dataset were made public on the challenge platform
[51], for the participants to use them in the develop-
ment process of their solution.

2. Validation phase: Another set consisting of 5 im-
ages was made public to the participants. Using the
validation server [51], without getting access to the
ground-truth images, the participants were able to val-
idate their solutions.
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3. Testing phase: The test set, consisting of 5 images,
was published on the challenge platform. Using the
validation server [51], they uploaded their predicted
haze-free images for evaluation, thus being ranked in
terms of PSNR and SSIM [63]. Their best submis-
sion, along with the factsheet containing information
about the proposed solution, team members and the
software implementing the method, they prepared the
final submission. For the final ranking, a user study
was performed, and the Mean Opinion Score (MOS)
was used to further evaluate the perceptual quality of
the results produced by the ranked teams.

3. Challenge Results
The NTIRE2023 High Resolution NonHomogeneous

Dehazing Challenge had a number of 246 registered par-
ticipants, with 17 teams submitting their results, solution
description, available codes and the team description for
the final phase of the challenge. Solutions corresponding to
those teams are ranked in the Table 1. The participants pro-
posed novel solutions, characterized by a significant level
of performance in terms of both reconstruction fidelity, and
perceptual properties.

As you can observe in Table 1, the metric with the high-
est correlation to the user study results, quantified as the
Mean Opinion Score (MOS) metric, is the PSNR. The per-
ceptual properties based metrics, such as LPIPS [73] and
SSIM [63], were used to differentiate similar results. How-
ever, the results corresponding to the top performing solu-
tions in terms of perceptual metrics have, as expected, con-
sistent results both in reconstruction fidelity and perceptual
properties.

4. Challenge Methods
4.1. DWT-FFC-GAN

They proposed a novel two-branch generative adversar-
ial network [75] for high-resolution non-homogenous de-
hazing. The structure diagram is shown as Figure 1. The
first branch is the DWT-FFC frequency branch, which aims
to learn the feature mapping between hazy images and clear
images. The encoder of this branch consists of three DWT
downsampling blocks, which are used to detect both high-
frequency and low-frequency features [28], and three FFC
residual blocks, which allow for a wide receptive field by
simultaneously leveraging spectral and spatial information
and make the reconstructed image more realistic and per-
ceptual [56]. The second branch, prior knowledge branch, is
designed to bring additional information from large dataset
image classification task to the current challenge. They
use the first three stages of ConvNeXt pretrained on Ima-
geNet 1K dataset to build the encoder due to its outstand-
ing performance on the classification tasks [32, 47]. Then,

for the decoder module, several upsampling layers are em-
ployed and each upsanpling layer contains pixel-shuffle lay-
ers block and a attention module. Specifically, pixel-shuffle
blocks are introduced to decrease the computational burden
and make the size of the feature maps gradually recover to
the original resolution, attention blocks enable our model
to identify the dynamic hazy patterns. Finally, final recov-
ered clear images are generated by combining the outputs
of each branch via a simple and effective fusion.

4.2. ITB Dehaze

The proposed method [45] follows [28, 69] to use a two-
branch structure. Inspired by [28, 41, 69], they further de-
velop a data pre-processing technique to shift the distribu-
tion of augmented data towards that of target data. This
data-centric design shows significant improvements on the
challenge results. In the first branch of the model, they
adopt the Swin Transformer V2 model [46] that is pre-
trained on ImageNet [22] to extract pretinent multi-level
features of hazy images. The Swin Transformer is proved
to be more powerful than traditional CNN based architec-
tures, for example on COCO object detection and instance
segmentation tasks. Therefore, they choose it to serve as the
backbone for feature extraction. Adopting the idea of trans-
fer learning, they use the ImageNet pre-trained model to ini-
tialize the Swin Transformer, which enables the system to
leverage the knowledge learned in previous low-level tasks.
Trained from scratch, the second branch complements the
first one by exclusively working on the domain of target
data. With no down-sampling and up-sampling operations,
this branch operates in the full-resolution mode, thus ex-
tracts features distinct from the ones obtained by the first
branch. The fusion tail aggregates the outputs from both
branches and produces dehazed images.

4.3. [Mask]

They present a novel approach which involves a two-
phase procedure. The first phase, NonHomogeneous De-
hazing, is based on proximal gradient descent (PGD) [35]
deep unfolding, incorporating a residual degradation learn-
ing strategy in the gradient descent step and a MixS2 Trans-
former [23] Network as the proximal mapping module. In
the second phase, Super-Resolution Refinement, they pro-
pose the MixS2SR network to use the results generated in
the first phase for super-resolution and refinement, which
comprises multiple MixS2 Blocks and a PixelShuffle mod-
ule. This approach enables to effectively remove nonho-
mogeneous haze in high resolution images, while also im-
proving the quality of the images through super-resolution
refinement.
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Rank Team Username PSNR↑ SSIM↑ LPIPS↓ MOS↑ Params.(M) Runtime(s) Device Extra data
1 DWT-FFC GAN zhouh115 22.87(2) 0.71(2) 0.346(2) 8.07(1) 373 23.3 RTX2080 Ti NTIRE20, 21
2 ITB Dehaze lillian 22.96(1) 0.71(1) 0.345(1) 7.85(3) 110 9.0 2×TitanXP NTIRE20,21
3 [Mask] ShawnDong98 22.18(4) 0.7(5) 0.401(5) 7.125(6) 9.31 0.125 A100 No
4 NUSRICQ DEHAZING Yinwei Wu 21.97(8) 0.68(9) 0.38(3) 7.9(2) 25.58 3.01 4× RTX3090 NH-HAZE, O-HAZE, IHAZE, DENSE-HAZE
5 PSU TEAM Anas 22.27(3) 0.7(4) 0.439(10) 7.4(5) 5.0 480 RTX8000 No
6 NTU607-dehaze HaoqiangYang 22.11(5) 0.71(3) 0.442(11) 7.1(7) 101.5 52.1 V100 NTIRE18, 19, 20
7 MIPCer YuanGao 21.75(10) 0.7(6) 0.404(6) 6.95(8) 2.39 3.79 A100 No
8 iPAL-LightDehaze lightdehaze 22.01(7) 0.70(7) 0.384(4) 5.35(13) 2.6 0.72 TitanXP No
9 Xsourse xsourse 22.09(6) 0.65(13) 0.556(16) 7.65(4) n/a 37.0 A4000 No

10 Xiaofeng Cong CongXiaofeng 21.86(9) 0.67(11) 0.492(12) 6.9(9) 24.7 10.0 V100 No
11 MengFeiHome XuefeiYin 21.00(12) 0.68(10) 0.411(8) 5.15(14) 5 0.005 RTX3060 No
12 CANT HAZE HazimEmad 20.95(14) 0.69(8) 0.415(9) 5.15(14) 80 0.15 T4/K80 No
13 DBCDN ManHing 21.62(11) 0.66(12) 0.501(13) 5.85(11) n/a 14.04 RTX3090 No
14 IR-SDE ir-sde 20.83(16) 0.61(16) 0.406(7) 6.3(10) 78 5.0 A100 No
15 LVGroup HFUT yan.wei 20.97(13) 0.65(14) 0.521(14) 5.625(12) 5.0 0.005 A40 NTIRE20,21
16 DH-AISP DH-AISP 20.91(15) 0.62(15) 0.521(15) 4.7(16) n/a n/a n/a no
17 SVNIT NTNU AnjaliSarvaiya 16.32(17) 0.47(17) 0.815(17) 0.75(17) n/a n/a n/a no

Table 1. Quantitative results of the NTIRE 2023 Non Homogeneous Dehazing Challenge . Using naming convention n(m), where n is the
value of the metric evaluated and (m) is the rank in the list of submissions sorted by the evaluated metric value.
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Figure 1. The network architecture of the solution proposed by team DWT-FFC-GAN.

4.4. NUSRICQ DEHAZING

In the first stage this approach down-sample the
4000×6000 resolution images to low resolution and input
the low resolution into the WeatherDiffusion dehazing mod-
ule [50]. After that, they use a series of DehazeFormer [55]
with pixel shuffle as dehazing finetuning module and su-
per resolution module to gradually increase the resolution
of the images and finally reach the size of the original high
resolution input. The whole processing method is shown in
Figure 4.

4.5. PSU TEAM

The team designed a framework [16] called SGLC
(Streamlined Global and Local Features Combinator) for
handling High-Resolution hazy images. The framework
SGLC is designed to scale the ability of any popular De-
hazing model to work on High-Resolution images without
resizing them or cropping them. To ensure this scalability,
they used two patching methods: Grid patching and Win-

dow patching. They used the Uformer model as an exam-
ple. The Grid patching was conceived to solve the prob-
lem of conservation of the global features during the train-
ing. SGLC is composed of two blocks. The first block is
the Global Features Generator (GFG), which uses the Grid
patching and a Dehazing Model (DM) trained on this spe-
cific patch type to generate the first dehazed image. This
first dehazed image is supposed to contain robust global fea-
tures taken from the whole scene’s peculiarities. The sec-
ond block is the Local Features Enhancer (LFE) which en-
hances the quality of the First dehazed images using local
features by the intermediate of an Enhancer Model (EM)
trained on Window patches of the data. They used Self-
Supervised Learning before training the DM and EM mod-
els to increase their understanding of the data. In addition,
they designed a customized loss function to help them learn
the High-Frequency information in the data. Also, they
used a smoothing algorithm (Multiple Overlapping Patches
Smoother (MOPS)) to improve the quality of the final de-
hazed image. SGLC architecture is presented in Figure 5.
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Figure 2. The network architecture of the solution proposed by team ITBdehaze.

Figure 3. The network architecture of the solution proposed by team [Mask].

4.6. NTU607-dehaze

The overall method and experimental results are pub-
lished in [65]. This method applies the semantic infor-
mation to optimize the network and the team design two
semantic-based loss functions. The first loss is the seman-
tic corresponding loss Lsem that helps the dehazed im-
ages have an identical semantic representation to that of the
ground truth, and it is written as:

Lsem = |S(I)− S(J)| (1)

where | · | is the absolute value. I ∈ RW×H×3 and J ∈
RW×H×3 are the dehazed image and the ground truth. S
is the semantic segmentation model and S(.) ∈ RW×H×n

is the semantic segmentation map with n classes. This loss
makes the model handle the dense hazy regions. The second
loss is the semantic color tone consistency loss Lsc that can
adjust the color tones based on separated classes. This loss
function is written as:

Lsc =

n∑
i=1

|CI,i − CJ,i| (2)
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Figure 4. The network architecture of the solution proposed by team NUSRICQ.

where CI,i means the average color tone of the i th class of
I . Specifically, CI,i can be written as:

CI,i =
1

n

∑
S(x)∈i

I(x) (3)

The architecture for non-homogeneous dehazing is pre-
sented in fig:NTU607. This network is based on DW-GAN
[27] and contains two branches: Discrete wavelet transform
(DWT) branch [68] and Res2Net [29, 66] branch. Based on
its structure, they replace 3 × 3 convolutions with 5 × 5
convolutions in the whole model.

Besides the proposed semantic loss functions Lsem and
Lsc, we also train the network with three extra loss func-
tions: Chaboinner loss Lcha [15], wavelet SSIM loss
LW−SSIM [67, 68] and perceptual loss LPer [36]. The

overall loss function is written as:

LTotal = Lcha+1.1LW−SSIM+0.1LPer+0.1Lsem+0.1Lsc

(4)

4.7. MIPCer

This team proposed a novel self-paced semi-curricular
attention network (termed SCANet) [31] for non-
homogeneous image dehazing, which focuses on the
enhancement of haze-occluded regions. The network
structure is shown in Figure 7. Their method consists
of an attention generator network (AGN) and a scene
reconstruction network (SRN). The AGN is composed of
multiple dual-attention basic units (DAUs) to generate at-
tention feature maps, while the SRN is an encoder-decoder
network to reconstruct haze-free images. Specifically, to
better distinguish between non-uniform haze and clear
images, they use the luminance differences of images
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Figure 5. The network architecture of the solution proposed by team PSU TEAM.

Figure 6. The network architecture of the solution proposed by
team NTU607-dehaze.

to restrict the attention map. Note that multi-objective
prediction tasks (i.e., simultaneously obtain haze-free
feature map and attention map) tend to increase learning
ambiguity. Inspired by [24], they introduce a self-paced
semi-curricular learning strategy to supervise the attention
map in the early stage of training, which enables the
network to achieve faster convergence ability.

For the self-paced semi-curricular learning, the attention
map Mg generated by AGN and the ground truth MGT are
fused to generate the final attention map M . Let λ be the
trade-off parameter, M can be expressed mathematically as

M = λ ·Mg + (1− λ) ·MGT . (5)

In particular, the trade-off parameter can be dynamically
adjusted through the smooth L1 loss La

sl1 of the attention
map, i.e.,

λ =


0, if La

sl1 > 0.1,
La

sl1−0.1
0.1−0.05 , if 0.1 ≥ La

sl1 > 0.05,

1, if La
sl1 ≤ 0.05.

(6)

Equation 6 is used to adjust the specific gravity of Mg

and MGT . In the initial stage, M mainly consists of MGT

to alleviate the learning ambiguity due to the large value
of La

sl1. As La
sl1 decreases, the proportion of the atten-

tion map Mg generated by the network will continue to in-
crease. When La

sl1 is less than 0.05, M will only consist of
Mg . Meanwhile, they only adopt the semi-curricular learn-
ing strategy in the first 25% epochs to avoid the model’s
over-reliance on MGT .

To obtain more satisfactory results, this network adopts
five loss functions, i.e.,

Ljoint = γ1Lsl1+γ2La
sl1+γ3Lp+γ4LMS-SSIM+γ5La, (7)

where Ljoint, Lsl1, La
sl1, Lp, LMS-SSIM, and La are the total

loss, smooth l1 loss [30] for the clear image, smooth l1 loss
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Figure 7. The network architecture of the solution proposed by team MIPCer.

for attention map, perception loss [36], multi-scale structure
similarity loss [64], and adversarial loss [77], respectively.
The penalty coefficients are set as λ1 = 1.0, λ2 = 0.3,
λ3 = 0.01, λ4 = 0.5, λ5 = 0.0005.

4.8. iPAL-LightDehaze

A two-stage lightweight neural network for non-
homogeneous haze removal is designed. The proposed
method named TransER [34] includes two models corre-
sponding to two stages which are a lightweight TransConv
Fusion Dehaze (TFD) network and a tiny Ensemble
Reconstruction (LER) network. The proposed TransER
method is shown in Figure 8. In the first model (TFD),
the network has one encoder and three distinct decoders to
jointly estimate the scene information. Inspired by [55],
they designed new TransConv Dehaze blocks in the en-
coder and decoders. We employ the feature attention mod-
ule (FAM) [52] to extract parallelly the feature maps with
the Vision Transformer method . They combined the lo-
cal information from FAM and global information from Vi-
sion Transformer via Selective Kernel Fusion module [55].
The objective of two encoders is to estimate the ambient
light (A) and the transmission map (t(x)) of the mathemati-
cal equation of the haze problem which is described:

I(x) = J(x)× t(x) +A× (1− t(x)) (8)

where I(x) and J(x) are the haze and haze-free image re-
spectively, t(x) is transmission map, while A denotes the
atmospheric light. Therefore, our TFD model can generate
haze-free images by inverse haze model as follows:

ĴAt(x) =
I(x)− Â× (1− t̂(x))

t̂(x) + ϵ
(9)

where ĴAt(x) is the reconstructed parameter-based haze-
free image (they define P (x) = ĴAt(x)) in the Figure 8. Â
and t̂(x) denote the outputs of Decoder Atmospheric Light
A and Decoder Transmission Map t(x). ϵ is a very small
value that helps to avoid division by zero and x is pixel

location. The remaining decoder is Decoder Direct Haze-
free J(x) whose job is to recover the haze-free image di-
rectly from the input hazy image (denoted by S(x) in Fig-
ure 8). By running the experiments in different homoge-
neous and nonhomogeneous datasets , S(x) has better per-
formance than P(x) in regions with dense haze, while for
regions with shallow haze, P(x) performs better. As a result,
they designed a new lightweight ensemble reconstruction
network (LER) to produce the final haze-free image. In the
second stage, LER is targeted to reconstruct both estimates
pseudo direct haze-free S(x) which has good performance
in dense haze scenes and parameter-based haze-free P(x)
performing well in shallow haze regions. The LER model
includes two encoders and only one decoder. Two encoders
extract the feature maps from two pseudo input images (S(x)
and P(x)), these features are added adaptively by AFA that
can help to preserve the information. In particular, the out-
put of the feature extraction stage is fout, and the formula
is as follow:

fout = AFA[f(S(x)), f(P (x))] (10)
= σ(θ)× f(S(x)) + (1− σ(θ))× f(P (x)) (11)

where σ is Sigmoid activation function, θ is a learnable
factor, f(.) denotes the output of Encoder, AFA is adap-
tively feature addition. The one decoder will recover to get
the final haze-free image. They employed the gate convo-
lution block from [55] to design both two encoders and a
decoder. To make the LER model generate more natural
clean images, they designed an additional teacher network
to transfer knowledge from the intermediate feature. The
teacher network which has exactly the same architecture as
LER is trained as a simple task to reconstruct from clean
image to clean image. They train the teacher network to
assist in training the dehazing network by providing prior
knowledge of distillation loss.

4.9. Xsourse

The proposed is based on DW-GAN [28]. Although the
dataset in this competition has an image resolution of 6000
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Figure 8. The network architecture of the solution proposed by team iPAL-LightDehaze.

x 4000, considering the limitations of GPU memory, they
still resized the images to 1600 x 1200 as input images for
training. During the training process, their baseline used
random crop 256 x 256 size images as input. Their method
use MixUp as an augmentation. They set the MixUp pa-
rameter alpha to 0.2. Within a batch, they performed linear
weighted interpolation on random hazy images and ground
truth image pairs to achieve dataset augmentation effects.
They also added an additional standard deviation loss to
train the model to reduce the very high or low values.

4.10. Xiaofeng Cong

The proposed dehazing network is composed of stacked
transformer blocks and convolutional blocks [55]. The for-
ward calculation includes two downsampling and two up-
sampling processes, which can be regarded as an encoding-
decoding structure. The training process uses conventional
MSE and SSIM losses.

4.11. MengFeiHome

This method uses DWGAN for non-homogeneous haze
removal, which includes two processing branches: the dis-
crete wavelet transform branch and the information branch,
and a discriminator [28] The DWT branch is constructed

by Unet, and each feature scale includes an encoder, a de-
coder, and a large number of skip links. For the informa-
tion branch, they used ImageNet pretrains Res2Net. The
discriminator is to reduce artifacts by using smooth L1 loss
function, perceptual loss function, adversarial loss function,
and total loss function. The DWT branch can preserve more
image texture details, while the information branch can pre-
vent overfitting and make the network ability significantly
improve.

4.12. CANT HAZE

The method is built on the NAFNET [19] and Adaptive
White Balancing (AWB).

4.13. DBCDN

The proposed method is based on an architecture that
uses an isomorphic dual-branch network as its backbone,
which effectively combines complementary information for
various computer vision tasks. Further, a fusion module
and a super resolution (SR) module are designed to boost
the performance of image dehazing. Unlike most exist-
ing dual-branch networks, which adopt two heterogeneous
branches, this network incorporates two completely identi-
cal branches [28]and distinguishes them only by an L1 loss
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Figure 9. The network architecture of the solution proposed by team MengFeiHome.

classifier. In addition, considering the efficiency, large in-
put hazy images are zoomed out to save the computing re-
sources, and an SR module [71] is attached, which compen-
sates for details lost during the downsampling process.

4.14. IR-SDE

The method leverages diffusion models for realistic im-
age restoration [49]. Specifically, they use IR-SDE [48] as
the base diffusion framework, which can naturally trans-
form the high-quality image to its degraded counterpart,
without caring how complicated the degradation is (even for
real-world degradation). As shown in Figure 11, IR-SDE is
a mean-reverting SDE in which the forward process is de-
fined as:

dx = θt (µ− x)dt+ σtdw, (12)

where θt and σt are time-dependent positive parameters
that characterize the speed of the mean-reversion and the
stochastic volatility, respectively. Since it is an Ito SDE, it
can be derived a reverse-time SDE:

dx =
[
θt (µ− x)− σ2

t ∇x log pt(x)
]
dt+ σtdŵ. (13)

At test time, the only unknown part is the score
∇x log pt(x) of the marginal distribution at time t. As other
diffusion-based models, they employ a CNN network to es-
timate the score backward from the low-quality image to the
high-quality image.

Unlike other L1 loss normally trained networks which
usually produce smooth/blurry results, the proposed Reffu-
sion aims to achieve a highly competitive perceptual per-
formance as well as the distortion scores (PSNR). In addi-
tion, they further improve the results by updating the score-
network from U-Net to NAFNet [19], which is more effi-
cient and also has a good performance compared with re-
cent Transformers. To adaptively insert the scalar time into
the network, they construct a simple multi-layer perceptron
to learn two pairs of scale-shift parameters and apply them
to the features with affine transforms. Such a network leads
to better learning of score function conditioned on current
state xt, original low-quality image xt, and time t.
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Figure 10. The network architecture of the solution proposed by team DBCDN.

Figure 11. The network architecture of the solution proposed by team IR-SDE.

4.15. LVGroup

This team introduces a novel two-branch dehazing net-
work that can extract multi-scale features and image details,
which is of great favor to dehazing. The overall network is

shown in Figure 12. Specifically, the upper branch is in-
spired by [25] and we mainly extract the multi-scale fea-
tures to dehaze, which is achieved by the multi-scale in-
put and the cross-scale fusion modules. Besides, the de-
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signed bottom branch is inspired by [71], which is used to
learn the detailed information from hazy images to enhance
the coarse dehazed images obtained by the upper branch.
Finally, they concatenate their features to obtain the final
haze-free images.
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Figure 12. The network architecture of the solution proposed by
team LVGroup.

4.16. DH-AISP

The method introduces an elaborated dual-branch model
to process low and high frequency image respectively, so
that the color and details of the image can be better pro-
cessed. The network structure is shown in Figure 13.

For the first branch, they propose an end-to-end model to
learn the projection relationship between haze data and Low
frequency data. They follow the UNet++ [76] architecture
to construct the first branch. Compared with Unet architec-
ture, Unet++ enjoys better capability to aggregate the multi-
scale features to reconstruct more robust results. Mean-
while, the joint constraints of L1 and VGG loss are used to
encourage more realistic contents generation. For the sec-
ond branch, they adopted a Unet to learn high-frequency
information of images. In order to obtain a larger receptive
field, they have used dilated convolution. Finally, they add
the results of the two branches to get the final result.

Figure 13. The network architecture of the solution proposed by
team DH-AISP.

4.17. SVNIT NTNU

In this method the hazy image is applied to the input of
the network and it is passed to extract salient features from
it. The hazy image is first passed through a series of RES
and RCA blocks then via series of RCA and RPCA blocks
and finally through a series of RCPA and RPCSA blocks,
aim is to gradually extract finer details from the hazy image.
The architecture uses the Exponential Linear Unit (ELU)
activation function to improve learning performance at each
layer in efficient manner. A new and core element of the
proposed architecture is the partially densely connected de-
sign of ResBlock that preserves the high frequency details
of the hazy image by retaining salient features . The kernel
sizes (i.e., 3×3) adopted in ResBlock recover details dis-
tributed at local and global regions.

Figure 14. The network architecture of the solution proposed by
team SVNIT NTNU.

5. Conclusion

In NTIRE 2023 Image Dehazing Challenge 246 partici-
pants took part, and during the final phase, 17 teams were
ranked. These teams explored various architectures and
introduced innovative solutions, surpassing the current re-
sults. The designs demonstrated in previous years were ef-
fectively integrated as fundamental components, presenting
immense possibilities for advancement.

The final ranking was based on the Mean Opinion Score
produced by our user study. The ranking was primarily in-
fluenced by the accuracy of the recovered images since it
had the strongest correlation with user feedback on the pre-
sented outcomes.
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