Abstract

This report introduces two high-quality datasets Flickr360 and ODV360 for omnidirectional image and video super-resolution, respectively, and reports the NTIRE 2023 challenge on 360° omnidirectional image and video super-resolution. Unlike ordinary 2D images/videos with a narrow field of view, omnidirectional images/videos can represent the whole scene from all directions in one shot. There exists a large gap between omnidirectional image/video and ordinary 2D image/video in both the degradation and restoration processes. The challenge is held to facilitate the development of omnidirectional image/video super-resolution by considering their special characteristics. In this challenge, two tracks are provided: one is the omnidirectional image super-resolution and the other is the omnidirectional video super-resolution. The task of the challenge is to super-resolve an input omnidirectional image/video with a magnification factor of \( \times 4 \). Realistic omnidirectional downsampling is applied to construct the datasets. Some general degradation (e.g., video compression) is also considered for the video track. The challenge has 100 and 56 registered participants for those two tracks. In the final testing stage, 7 and 3 participating teams submitted their results, source codes, and fact sheets. Almost all teams achieved better performance than baseline models by integrating omnidirectional characteristics, reaching compelling performance on our newly collected Flickr360 and ODV360 datasets.

1. Introduction

The 360° or omnidirectional images/videos can provide users with an immersive and interactive experience, and have received much research attention with the popularity of AR/VR applications. Unlike planar 2D images/videos with a narrow field of view (FoV), 360° images/videos can represent the whole scene in all directions. However, 360° images/videos suffer from the lower angular resolution problem since they are captured by the fisheye lens with the same sensor size for capturing planar images. Although the 360° images/videos are high-resolution, their details are usually missing. In many application scenarios, increasing the resolution of 360° images/videos is highly demanded to achieve higher perceptual quality and boost the performance of downstream tasks.

Recently, considerable success has been achieved in image and video super-resolution (SR) tasks with the development of deep learning-based methods [19, 36, 38, 68]. Although 360° images/videos are often transformed into 2D planar representations by preserving omnidirectional information in practice, like equirectangular projection (ERP) and cube map projection (CMP), existing super-resolution methods still cannot be directly applied to 360° images/videos due to the distortions introduced by the projections. Thus some methods [18, 61, 62] specified for 360°
image super-resolution are developed by considering the omnidirectional characteristics. As for videos, the temporal relationships in a 360° video should be further considered since they differ from those in a planar perspective 2D video. Therefore, effectively super-resolving 360° image/video by considering these characteristics remains challenging.

The NTIRE 2023 challenge on 360° omnidirectional super-resolution steps forward in establishing high-quality benchmarks for 360° image and video SR, further highlighting the challenges and research problems. The challenge can also provide an opportunity for corresponding researchers to work together to show their insights and novel algorithms, significantly promoting the development of 360° image and video SR tasks. Two datasets termed Flickr360 and ODV360 are proposed for omnidirectional image and video super-resolution tasks, respectively. Realistic omnidirectional image downsampling methods are applied to generate LR image/video pairs to increase the generalization ability to the real world.

The challenge has 100 and 56 registered participants for the image and video tracks. In the final testing stage, 7 and 3 participating teams submitted their results, source codes, and fact sheets. They develop new methods to integrate omnidirectional characteristics, and introduce new technologies in network architecture design, data augmentation methods, and etc. We present detailed challenge results in Sec. 5.

Our challenge is one of the NTIRE 2023 Workshop 1 series of challenges on: night photography rendering [47], HR depth from images of specular and transparent surfaces [63], image denoising [34], video colorization [27], shadow removal [53], quality assessment of video enhancement [41], stereo super-resolution [54], light field image super-resolution [58], image super-resolution (×4) [71], 360° omnidirectional image and video super-resolution [5], lens-to-lens bokeh effect transformation [13], real-time 4K super-resolution [14], HR nonhomogenous dehazing [1], efficient super-resolution [33].

2. Related Work

2.1. Omnidirectional Image Super-Resolution

Deep learning for single image SR (SISR) is first introduced in [20]. Further works boost SR performance by CNNs [16, 21, 35, 39, 42, 45, 69], Vision Transformers (ViTs) [9, 11, 32, 37] and generative adversarial networks (GANs) [30, 56, 57, 66]. To improve perceptual quality, adversarial training is performed as a tuning process to generate more realistic results [56, 57]. Moreover, various flexible degradation models are proposed in [56, 65] to synthesize more practical degradations.

Initially, ODISR models focus on the spherical assembling of LR ODIs under various projection types [2–4, 28, 43]. Recent ODISR models are performed on plane images and are fine-tuned from existing SISR models with L1 loss [22] or GAN loss [46, 70]. Since LAU-Net [18] found pixel density in ERP ODIs is non-uniform, many studies attempt to design specific backbone networks to overcome this issue. Nishiyama et al. [44] treats area stretching ratio as additional input. SphereSR [61] learns upsampling processes on various projection types to mitigate the influence of non-uniformity in specific projection types. Moreover, OSRT [62] modulates ERP distortions continuously and self-adaptively by learning deformable offsets from the ERP distortion maps.

2.2. Omnidirectional Video Super-Resolution

Video super-resolution (VSR) is a challenging task, which aims to gather complementary information across misaligned video frames for restoration. One prevalent approach is the sliding-window framework [24, 51, 55, 60], where each frame in the video is restored using the frames within a short temporal window. In contrast to the sliding-window framework, the recurrent framework [6, 8, 23, 26] attempts to exploit the long-term dependencies by propagating the latent features, which allows a more compact model compared to those in the sliding-window framework.

Unlike ordinary 2D videos, omnidirectional videos can provide users with a whole scene in all directions. Therefore, there is a large gap between omnidirectional video and ordinary 2D video in the degradation and restoration processes. Some prior works [17, 40] are proposed to solve this challenging task. However, how to make full use of the features of the omnidirectional format is still an open challenge.

3. Dataset Construction

3.1. Flickr360 Dataset for Omnidirectional Image Super-Resolution

To promote the development of this field, we construct a new 360° image dataset, which contains about 3150 ERP images with an original resolution larger than 5k. Specifically, 3100 images are collected from Flickr 2, and the other 50 images are captured by Insta 360° cameras. The images from Flickr are under either Creative Commons BY 2.0, Creative Commons BY-NC 2.0, Public Domain Mark 1.0, Public Domain CC0 1.0, or U.S. Government Works license. These licenses allow free use, redistribution, and adaptation for non-commercial purposes. The image contents vary both indoors and outdoors, containing a lot of natural scenery, human architecture, and street scenes. We first resize the original images into 2k resolution (2048 x

1https://cvlai.net/ntire/2023/

2https://www.flickr.com/
1024), serving as HR images. These HR images are further
downsampled into LR images. These images are randomly
partitioned into Training, Validation, and Testing sets, as
shown in Tab. 1. The dataset is publicly available on the
360SR challenge homepage.

Table 1. The detailed data partition of the Flickr360 dataset.

<table>
<thead>
<tr>
<th>Source</th>
<th>Training</th>
<th>Validation</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3000</td>
<td>50</td>
<td>50 + 50</td>
</tr>
<tr>
<td>Number</td>
<td>8.1G (HR)</td>
<td>137M (HR)</td>
<td>271M (HR)</td>
</tr>
<tr>
<td>Storage</td>
<td>553M (LR)</td>
<td>9.3M (LR)</td>
<td>20M (LR)</td>
</tr>
</tbody>
</table>

3.2. ODV360 Dataset for Omnidirectional Video Super-Resolution

To rectify the lack of high-quality video datasets in the
community of omnidirectional video super-resolution, we
create a new high-resolution (4K-8K) 360° video dataset,
including two parts:

- 90 videos collected from YouTube and public 360°
video dataset. These videos are carefully selected and
have high quality to be used for restoration. All videos
have the license of Creative Commons Attribution li-
cense (reuse allowed), and our dataset is used only for
academic and research proposes.

- 160 videos collected by ourselves with Insta360 cam-
eras. The cameras we use include Insta 360 X2 and
Insta 360 ONE RS. They can capture high-resolution
(5.7K) omnidirectional videos.

These collected omnidirectional videos cover a large
range of diversity, and the video contents vary indoors
and outdoors. To facilitate the use of these videos for re-
search, we downsample the original videos into 2K resolu-
tion (2160x1080) by OpenCV. The number of frames per
video is fixed at about 100. We randomly divide these
videos into training, validation, and testing sets, as shown
in Tab. 2. The dataset is publicly available on the 360SR
challenge homepage.

Table 2. The detailed data partition of ODV360 dataset.

<table>
<thead>
<tr>
<th>Numbers</th>
<th>Training</th>
<th>Validation</th>
<th>Testing</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>210</td>
<td>20</td>
<td>20</td>
<td>250</td>
</tr>
<tr>
<td>Storage</td>
<td>59G (GT)</td>
<td>5.3G (GT)</td>
<td>5.7G (GT)</td>
<td>75.8G</td>
</tr>
<tr>
<td>4.9G (LR)</td>
<td>446M (LR)</td>
<td>485M (LR)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.3. Realistic Omnidirectional DownSampling

In practice, ODIs are acquired by the fisheye lens and
stored in ERP. Given that the low-resolution issue in real-
world scenarios is caused by insufficient sensor precision
and density, the downsampling process should be applied to
original-formatted images before converting them into other
storage types. Thus, to be conformed with real-world imag-
ing processes, we propose to apply uniform bicubic down-
sampling on Fisheye images, which are the original format
of ODIs. As shown in Fig. 1, the new downsampling pro-
cess (called Fisheye downsampling [62]) applies uniform
bicubic downsampling on Fisheye images before converting
them to ERP images. This downsampling kernel is more
conducive to exploring the geometric property of ODIs.

Process of Fisheye downsampling. To generate more
realistic LR ODIs, we mimic the real-world imaging pro-
cess and apply bicubic downsampling on Fisheye images.
One single Fisheye image can only store information about
a hemisphere. Hence, ERP images are converted to dual
Fisheye images. To keep the mean pixel density compa-
rable, the resolutions of Fisheye images are slightly larger
than that of ERP images. Before downsampling, Fisheye
images are padded by a FOV larger than 180° to avoid edge
disconnections. This padding operation will not influence
the geometric transforming relation between ERP and Fish-
eye. As Fisheye data is unstructured and Fisheye distortion
is more complicated than ERP distortion, we reconvert LR
images to the ERP format for learning. All details of Fish-
eye downsampling can be found on GitHub

We apply the realistic degradation in both the image and
video tracks. For video, we further consider quality com-
pression. More details can be found in the following sec-
tion.

4. The NTIRE Challenge

This challenge has two tracks: omnidirectional image
super-resolution (Track 1) and omnidirectional video super-
resolution (Track 2).
4.1. Track 1: Omnidirectional Image Super-Resolution

Track 1 aims to super-resolve the LR omnidirectional images with a magnification factor of ×4.

Settings. Unlike previous settings that directly apply bicubic downsampling to generate low-resolution (LR) ERP images, we adopt a more realistic way to generate LR ERP images by considering the real acquisition process of 360° images. Since raw 360° images are captured by the fisheye lens and are then saved as fisheye formats, thus performing degradations on fisheye images is more realistic and reasonable.

Metrics. We evaluate the super-resolved 360° images by comparing them to the ground truth HR ERP images. To measure the fidelity, we adopt the widely used Weighted-to-Spherically-uniform Peak Signal to Noise Ratio (WS-PSNR) as the quantitative evaluation metric. We report the performance of these two baseline models on the validation/testing server.

Baseline Model. For the image track, we utilize the image super-resolution methods EDSR [38] and SwinIR [36] as the baseline. Meanwhile, we report the results of directly applying bicubic upsampling to super-resolve omnidirectional images.

4.2. Track 2: Omnidirectional Video Super-Resolution

Track 2 aims to super-resolve LR omnidirectional videos with a magnification factor of ×4.

Settings. In the process of generating low-resolution videos, we consider two main factors, i.e., downsampling and video compression. For downsampling, we apply the same pipeline as track 1. For video compression, we use the H.264 codec rules in FFmpeg to generate the compressed video frames.

Metrics. We evaluate the super-resolved 360° video frames by comparing them to the ground truth HR ERP frames. To measure the fidelity, we adopt the widely used Weighted-to-Spherically-uniform Peak Signal to Noise Ratio (WS-PSNR) as the quantitative evaluation metric. The performances of the methods on the validation/testing server are reported.

Baseline Model. We utilize BasicVSR [6] as the baseline model for the video track.

4.3. Challenge phases

(1) Development and validation phase: The participants had access to all the training and validation pairs (LR/HR) of the Flickr360 dataset and ODV360 dataset. The details and guidelines are given on GitHub, allowing the participants to benchmark the performance of their models on their system. The participants could upload the HR validation results on the evaluation server to calculate the WS-PSNR of the super-resolved image/video produced by their models to get immediate feedback.

(2) Testing phase: In the final test phase, the participants were granted access to the LR test set of Flickr360 and ODV360. The HR ground-truth images/videos are unreleased to participants. The participants then submitted their super-resolved results to the Codalab testing server and e-mailed the code and factsheet to the organizers. The organizers verified and ran the provided code to obtain the final results. Finally, the participants received the final results at the end of the challenge.

5. Challenge Results

There are 100 and 56 participants registered for the two challenge tracks, and 7 and 3 teams entered in the final testing phase and submitted their results, source codes, and fact sheets in the image track (track 1) and video track (track 2), respectively. Tab. 3 shows the main results on the validation and testing sets of these teams. The methods adopted by different teams are described in the following section, and the detailed information of these teams is listed in Appendix.

Track 1: Omnidirectional Image Super-Resolution

From the upper part of Tab. 3, we see that most valid teams surpass the baseline models (i.e., EDSR-M [38], SwinIR [36]) with a large margin. Most teams (except NTU607-360) adopt HAT [11] as the baseline model, and improve the performance by considering the characteristics of omnidirectional images and more efficient training strategies. Meanwhile, we observe that all teams’ results are consistent in the validation and testing sets in terms of WS-PSNR metrics.

Track 2: Omnidirectional Video Super-Resolution

The results in Tab. 3 present that all valid teams outperform the baseline model, i.e., BasicVSR [6]. At the same time, we observe that all these methods are built based on BasicVSR++ [8]. The first team (MVideo) demonstrates the positive effect of the multi-stage training strategy. The second team (HIT-HL) presents a novel perspective by utilizing an adapter model to introduce the omnidirectional characteristics in the super-Resolution process. The third team (PKU_VILLA) proposes a multi-stage model to improve the model performance.

5.1. Conclusion

Omnidirectional Characteristics. The results show that all the teams in the image and video tracks considered the omnidirectional characteristics show performance improvement, which demonstrates the effectiveness of integrating
Table 3. Quantitative results of the NTIRE 2023 Challenge on 360° Omnidirectional Image and Video Super-Resolution.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Team Name</th>
<th>Author/Method</th>
<th>Flickr360/ODV360 WS-PSNR (Val)</th>
<th>Flickr360/ODV360 WS-PSNR (Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Track 1: 360° Omnidirectional Image Super-Resolution (X4)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>BSR</td>
<td>Accusefive</td>
<td>30.43</td>
<td>28.64</td>
</tr>
<tr>
<td>2</td>
<td>Graphene</td>
<td>Bob072</td>
<td>30.20</td>
<td>28.49</td>
</tr>
<tr>
<td>3</td>
<td>HIT-IIL</td>
<td>Spider-Man</td>
<td>30.04</td>
<td>28.28</td>
</tr>
<tr>
<td>4</td>
<td>NTU607-360</td>
<td>HaoqiangYang</td>
<td>30.03</td>
<td>28.13</td>
</tr>
<tr>
<td>5</td>
<td>bee992</td>
<td>bee992</td>
<td>29.87</td>
<td>28.11</td>
</tr>
<tr>
<td>6</td>
<td>flowers</td>
<td>flowers</td>
<td>30.00</td>
<td>28.10</td>
</tr>
<tr>
<td>7</td>
<td>HIT-CVLab</td>
<td>luobingchun</td>
<td>29.60</td>
<td>27.65</td>
</tr>
<tr>
<td></td>
<td>Baselines</td>
<td></td>
<td>Baselines</td>
<td>Baselines</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bicubic</td>
<td>27.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>EDSR-M</td>
<td>29.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SwinIR</td>
<td>29.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Track 2: 360° Omnidirectional Video Super-Resolution (X4)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>MVideo</td>
<td>cui666</td>
<td>25.89</td>
<td>26.35</td>
</tr>
<tr>
<td>2</td>
<td>HIT-IIL</td>
<td>Spider-Man</td>
<td>25.41</td>
<td>25.82</td>
</tr>
<tr>
<td>3</td>
<td>PKU_VILLA</td>
<td>eStarPro</td>
<td>25.04</td>
<td>25.47</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>BasicVSR</td>
<td>24.57</td>
<td>24.72</td>
</tr>
</tbody>
</table>

this information. Meanwhile, this also illustrates the differences between omnidirectional images/videos and ordinary images/videos, and considering the omnidirectional features is highly recommended for omnidirectional image processing.

**Similarity to Plain Image/Video SR.** From the results of the baseline models (e.g., EDSR, SwinIR, BasicVSR++) and the methods improved by the participants, we see that the high-performance models for plain images also achieve high performance on omnidirectional images. Specifically, the HAT [12] achieves state-of-the-art performance in image super-resolution, and it also achieves highly competitive results on the Flickr360 dataset. Some teams further improve the performance by further considering the omnidirectional features.

### 5.2. Future Work

Omnidirectional image super-resolution aims to provide ordinary users with high-quality and immersive experiences in AR/VR applications. This challenge tries to promote the development of the field of omnidirectional image/video super-resolution, and the results show some promising results. However, some opening problems still required to be tackled and some promising directions can be considered to further improve the user experience.

**Omnidirectional characteristics.** Most existing methods still simply utilize the distortion map of ERP to improve the performance, while other characters like omnidirectional are still not considered for super-resolution, resulting the discontinuity between the left side and right side. Meanwhile, how to fuse the distortions to improve the performance effectively and efficiently still requires additional explorations.

**High-resolution image processing.** We have not restricted the runtime of the methods in this challenge, however, the high-quality VR/AR applications usually require much higher omnidirectional images (i.e., larger than 8K), yet existing models still cannot super-resolve these images with such a high resolution. Meanwhile, processing these high-resolution images in head-mounted devices (HMD) is much more challenging with limited computational resources. Therefore, real-time omnidirectional processing is a promising direction for both the research community and industry.

**Realistic degradation.** In this challenge, we adopt a more realistic omnidirectional image downsampling method proposed in [62] to obtain better results in terms of real-captured images. However, this kind of simple degradation is far from the requirements, since there are many other degradations (e.g., blur, noise) during capturing omnidirectional images. We should further consider the blind setting in plain image SR to obtain better performance in processing real-captured omnidirectional images. Meanwhile, the generative priors (e.g., GAN, Diffusion models) can be further integrated into models to achieve better visual quality from the method perspective.
Omnidirectional image quality assessment. The WS-PSNR [50] is adopted to evaluate the performance of the super-resolved results. However, in real applications, the ERP images are usually projected into other types, like the perspective image for application, thus we may evaluate the quality under multiple projection types to better assess the quality of super-resolved omnidirectional images.

Future work on omnidirectional video super-resolution. In addition to the future work considered in the image domain, there are more factors that need to be considered in future work. First, there is a large gap in the temporal correlation between omnidirectional video and ordinary 2D video. How to take full advantage of the omnidirectional temporal correlation is still an open challenge. Second, compression coding is involved in omnidirectional video transmission, which is also different from the ordinary 2D video.

6. Challenge Methods

6.1. Track 1: Omnidirectional Image Super-Resolution

6.1.1 BSR Team

The BSR team [48] improved the results of the data processing and the SR model. The participants collected 360 image data from YouTube 360 videos and designed a degradation learning network inspired by AnimeSR [59]. For the degradation learning, a network was trained that downsamples by a factor of 4 using the given HR and LR samples to degrade the 360-degree data collected from YouTube.

Regarding the SR model, the authors adopted a two-stage model shown in Fig. 2, where the first stage is a super-resolution network, and the second stage is an equal-resolution enhancement network.

The SR First Stage Network (Fig.3) was designed based on HAT-L [12]. Specifically, inspired by DACB in [62] and BUSIFusion [31], a novel Omnidirectional Position-aware Deformable Block (OPDB) was proposed, which combines dimensional information and absolute position encoding information for 360-degree images. Additionally, a frequency fusion module was integrated at the end of the HAT blocks, and ultimately incorporated Fourier upsampling [31] to assist pixel shuffle. The SR Second Stage network shares the same structure as the first stage, with a pixel unshuffle downsampling operation, and is fine-tuned based on the first-stage weights.

6.1.2 Graphene Team

An Image Super-Resolution Transformer with Cross-Scale Attention (CSA) and Wavelet Hallucination (WT) was designed to solve the image super-resolution task. The framework is shown in Fig. 5.

In cross-scale attention, a $3 \times 3$ depth-wise convolution was added in the query transformation, and multi-scale depth-wise convolutions were added in the key and value transformation. Such a depth-wise convolution can extract local features and incorporate positional information into the visual tokens.

For the wavelet hallucination, input features were divided into different groups, each group was viewed as a frequency sub-band, feature enhancement was performed separately and then the feature was hallucinated with a wavelet reconstruction. After the wavelet hallucination, a downsampled convolution with stride 2 was applied to reduce the feature map size. By hallucinating features in different frequency sub-bands, a higher-resolution hidden feature was predicted. Such a hidden high-resolution feature helps to extract finer details.

Besides, the participants also presented horizontal attention. Considering the characteristic of the 360SR task, self-attention was introduced to perform in a horizontal way. Visual tokens in each X-axis were aggregated with the self-attention mechanism.

As for the training, a two-stage training strategy was used for efficiency. In the first stage, training images were cropped into patches with $64 \times 64$ randomly. The cropped image patch was used to train the network. In the second stage, the network was finetuned by changing the image patch size from $64 \times 64$ to $512 \times 2048$. The models were trained with $L_1$ loss.

6.1.3 HIT-IIL Team

For the super-resolution (SR) of equirectangular projection (ERP) images, it is not satisfactory when directly applying convolutional neural networks (CNN) with translational equivariance requirements. Instead, ERP-Adapter was proposed that injects a distortion-aware adapter into existing SR networks designed for perspective images, transferring the pre-trained perspective image SR network to fit ERP images with minimal additional effort.

Pre-trained HAT [12] was adopted as the perspective image SR network, which combines a self-attention and channel attention scheme for reconstruction. To transfer HAT into ERP domain, ERP-Adapter utilizes deformable convolution [15] for modulating ERP features. However, the di-
rect estimation of the offsets may bring instability to the network training. Inspired by SelfIDZSR [72], an adaptive spatial transformer network (AdaSTN) was adopted to obtain offsets indirectly by estimating the pixel-level affine transformation matrix and translation vector. For every pixel, the predicted offset can be written as,

\[ P = AG + b, \]

where \( A \in \mathbb{R}^{2 \times 2} \) is the estimated affine transformation matrix and \( b \in \mathbb{R}^{2 \times 1} \) is the translation vector. \( G \) is a positional grid, which can be expressed as,

\[
\begin{bmatrix}
-1 & -1 & -1 & 0 & 0 & 1 & 1 & 1 \\
-1 & 0 & 1 & -1 & 0 & 1 & -1 & 0 & 1
\end{bmatrix}.
\]

The sphere-to-plane projective distortion can be expressed as the distortion map [49] to some extent, which stores the per-pixel scaling factor from the 2D plane to the sphere and can be given by

\[ C_{u,v} = \cos((v - \frac{H}{2} + \frac{1}{2} \frac{\pi}{H}), \]

where \( H \) is the height of the low-resolution ERP image. The distortion map and the current features are fed into AdaSTN for generating offsets of deformable convolution. Finally, deformed features are added to the current features.

In the training stage, pre-trained HAT is fine-tuned on the given training dataset. Next, the ERP-Adapter branch is added to the HAT block (see Fig. 6). HAT is fixed and only the adapter is trained for additional iterations. Finally, a large patch size is found to be beneficial for performance improvement. Considering GPU memory, previous layers are fixed and tail layers are fine-tuned with the whole ERP image as input. In the testing stage, a self-ensemble strategy [52] is used for better performance.

### 6.1.4 NTU607-360 Team

The method is adapted from [67]. This model effectively extracts local structural information by shift convolution (shift-conv) while maintaining an identical level of complexity as a 1x1 convolution. The model also contains the group-wise multi-scale self-attention (GMSA) module, which calculates self-attention on non-overlapped groups of features by various window sizes to achieve long-range image dependency. A highly efficient long-range attention block (ELAB) is then built by simply cascading two shift-conv with a GMSA module, which is further accelerated by using a shared attention mechanism. Different from the image super-resolution model, the distortion map is also added as the input to capture the spatial information. The distortion map is written as

\[ C_d = \cos\left(\frac{m + 0.5 - M/2}{M} \pi\right) \]

where \( M \) and \( m \) are the height of the image and the current height of the image. The LR image and distortion map are concatenated as the input to train the overall network.

The proposed network contains a 3x3 convolution to extract features from the distortion map and the image. The
Figure 5. The pipeline of the method proposed by the Graphene team. A Transformer-based architecture is adopted. They propose horizontal attention, cross-scale attention, and wavelet hallucination to enhance feature extraction.

Figure 6. The architecture of ERP-Adapter. We inject an adapter into the basic block from HAT [12]. The adapter takes the distortion map and current features as input, and adopts AdaSTN [72] to estimate offsets of current features.

middle 36 ELAB [67] blocks refine features with efficient complexity. The final blocks are a 3x3 convolution and the pixel-shuffle operation to restore and magnify the image 4 times.

6.1.5 bee992 Team

The network used by the author is HAT (Hybrid Attention Transformer) [11]. The HAT method combines channel attention and self-attention together to show powerful performance in real images super-resolution. In the task of omnidirectional image super-resolution, the author simply tried to use the HAT method to solve this problem.

Figure 7. Systematic of the proposed model by NTU607-360 team.
6.1.6 flowers Team

The authors’ network is based on NAFNet [10] and consists of three modules: the shallow feature extraction module, the deep feature extraction network, and the upsampling module. To gather more detailed information, the global residuals are directly incorporated into the feature extraction process to avoid losing any valuable details. Additionally, to enhance the model’s generalization and prevent overfitting, the droppath technique [25] has been used.

Weighted Spherical Crop Sampling (WS-Crop) method is proposed to solve the inconsistencies in density within panoramic regions problem. This method enhances the sampling rate in high-density areas, allowing the training process to emphasize challenging areas and extract more relevant information. WS-Crop samples with an additional sample drop probability $P$

$$P(h_c) = 1 - \alpha \cos \left(\frac{h_c + 0.5 - H/2}{H}\right).$$

In the above, $h_c$ is the height of the candidate sample’s center point. $\alpha$ is set to 0.8 as a modulation coefficient, which is used to prevent the central area from always being preserved, and also to adjust the degree of difference in region drop probability. When sampling randomly, the weighted spherical coefficient calculated from the height of the sample center point determines the probability of retaining a sample. The closer to the middle area, the higher its probability of being retained.

Furthermore, their experimentation indicates a substantial disparity in texture complexity among images in the Flicker 360 dataset, with apparent distinctions between simple and challenging samples. The Focal PSNR Loss is proposed to enrich the quality of intricate texture generation. This function allocates higher weights to challenging samples with significant PSNR loss, and lower weights to simpler samples with lower PSNR loss.

$$MSE = \frac{1}{HW} \sum_{i=0}^{H-1} \sum_{j=0}^{W-1} [\text{pred}(i, j) - g(t(i, j))]^2,$$

$$L_{PSNR} = 10 \cdot \log_{10} \left(\frac{MAX^2}{MSE}\right),$$

$$L_{FocalPSNR} = \sigma(\gamma L_{PSNR} + \beta) L_{PSNR}.$$

In the above $H$ and $W$ represent the height and width of the high-resolution image, and $MAX$ represents the maximum pixel value of the image, usually 255. $\sigma$ is the sigmoid function. Hyperparameters $\gamma$ and $\beta$ can either be manually adjusted to fit different tasks, or dynamically learned by the networks themselves. By observing the distribution of experimental data, hyperparameters are set as $\gamma = 0.66$, $\beta = 6.2$.

Due to the extensive training time required for the super-resolution network, a three-stage fine-tuning technique has been implemented, which gradually increases the image sizes, fine-tunes the learning rates, and utilizes WS-Crop sampling and Focal PSNR Loss at different stages. This approach enables the network to integrate complex image details effectively.

To ensure the effective performance of the models across a range of low-resolution image scenarios, an ensemble learning approach was employed. Several versions of each model with diverse initialization, hyperparameters, training data augmentation techniques, and sizes were combined to produce the final result.

6.1.7 HIT-CVLab Team

The adopted method is based on HAT [12]. The feature dimension was set to 192, the block numbers were set to $[6,6,6,6,6,6]$, the number of multi-heads was set to $[8,8,8,8,8,8]$, and the window size was set to 16. The method combines channel attention and shifted window attention schemes to exploit their complementary advantages. In addition, overlapping cross-attention modules were introduced to better modulate cross-window information adaptively and enhance the interaction between features.

6.2. Track 2: Omnidirectional Video Super-Resolution

6.2.1 MVideo Team

Similar to other common Video Super-Resolution (VSR) pipelines such as BasicVSR [7], the authors’ models E2VSR also contain four basic functionalities: propagation, alignment, aggregation, and upsampling. The overall architecture is shown in Fig. 9.

Following BasicVSR++ [8], the authors utilized second-order grid propagation and flow-guided deformable align-
ment that allows information to be propagated and aggregated more effectively. The second-order grid propagation ameliorates information flow in the network and improves the robustness of the network against occluded and fine regions. The flow-guided deformable alignment reduces the burden of offset learning by using the optical flow field as base offsets refined by flow field residue. The models adopt a multi-stage training strategy, and the training process includes four stages:

1. Train the first stage model using 10 LR frames as inputs with batch size 8 and patch size 256 for 60k iterations. The model is optimized using Charbonnier loss with Adam optimizer and Cosine Annealing scheme, with an initial learning rate of 1e-4.

2. Finetuning the model using the pre-trained weights from the stage (1) model. The batch size is 8 and the patch size is 256(HR), 10 LR frames are used as inputs, total iteration number is 60k. The model is optimized using MSE loss with Adam optimizer and Cosine Annealing scheme. And the initial learning rate is 1e-5.

3. Continue to finetune the model from Stage (2) using MSE loss using 10 LR frames as inputs, batch size 8 and patch size 512(HR), and optimizer type stay the same. The initial learning rate of 1e-6.

4. Finally, finetuning the model from Stage (3) using 30 LR frames as inputs to contain more information, with patch size 256 and batch size 8. This stage takes 60k iterations with a learning rate is 1e-6.

The training configurations, testing strategies, and hardware and software settings of E2VSR are described as follows. The Adam optimizer and Cosine Annealing scheme are adopted for training. The initial learning rate of the main network and the flow network are set to 1e-4 and 2.5e-5, respectively. The total number of iterations of each stage is 60K, and the weights of the flow network are fixed during the first 5,000 iterations. The batch size is 8 and the patch size is 256x256(HR) or 512x512(HR) randomly cropped from input frames. The network is trained on train datasets of ODV360, and has no additional data. In order to further improve the performance of the model, the number of residual blocks for each branch and feature channel is set to 15 and 256, respectively.

In the training process, Exponential Moving Average (EMA) is used to improve the robustness of the model in test datasets. In the testing process, Test-Time Augmentation(TTA) is used to improve the correction of predicted results and reduce the generalization error. Training is all done on the Nvidia A100 GPU server, with GPU memory of 40GB each.

6.2.2 HIT-III Team

Compared to perspective videos, Equirectangular projection (ERP) videos stretch the areas near the poles horizontally. Thus, for ERP video super-resolution (VSR), it is not satisfactory when directly applying convolutional neural networks (CNN) with translational equivariance requirements. Instead, we propose ERP-Adapter that injects a distortion-aware adapter into existing VSR networks designed for perspective videos, transferring the pre-trained perspective VSR network to fit ERP videos with minimal additional effort.

Detailedly, BasicVSR++ [8] is adopted as the perspective VSR network, which adopts second-order grid propagation for better temporal modeling and flow-guided deformable alignment for stable offsets estimation. For performance improvement, the authors replace the reconstruction residual blocks with transformer blocks [64].

To transfer BasicVSR++ into the ERP domain, ERP-Adapter utilizes deformable convolution [15] for modulating ERP features. However, the direct estimation of the offsets may bring instability to the network training. Inspired by SelfDZSR [72], an adaptive spatial transformer network (AdaSTN) is designed to obtain offset indirectly by estimating the pixel-level affine transformation matrix and translation vector, as shown in Fig10. For every pixel, the pre-
dicted offset can be written as,

\[ P = AG + b \]  \hspace{1cm} (7)

where \( A \in \mathbb{R}^{2 \times 2} \) is the estimated affine transformation matrix and \( b \in \mathbb{R}^{2 \times 1} \) is the translation vector. \( G \) is a positional grid, which can be expressed as,

\[
\begin{bmatrix}
-1 & -1 & -1 & 0 & 0 & 0 & 1 & 1 & 1 \\
-1 & 0 & 1 & -1 & 0 & 1 & -1 & 0 & 1
\end{bmatrix}
\]  \hspace{1cm} (8)

The sphere-to-plane projective distortion can be expressed as distortion map [49] to, which stores the per-pixel scaling factor from the 2-D plane to the sphere and can be given by

\[ C_{u,v} = \cos\left(\left(v - \frac{H}{2} + \frac{1}{2}\right) \frac{\pi}{H}\right) \]  \hspace{1cm} (9)

where \( H \) is the height of the low-resolution ERP frame. The distortion map and the current features are fed into AdaSTN for generating offsets of deformable convolution. Finally, deformed features are added to the current features.

In the training stage, BasicVSR++ is first trained with Charbonnier loss [29]. Next, the BasicVSR++ is fixed and only the adapter is trained for additional iterations. In the testing stage, a self-ensemble strategy [52] is further adopted for better performance.

### 6.2.3 PKU_VILLA Team

A spatial-temporal two-stage model is developed, wherein the first stage is a 4x image super-resolution network, and the second stage is a 4x video super-resolution network. The overall pipeline has been shown in Fig.11.

In the first stage, the HAT-L [11] model architecture and its pre-trained weights are utilized for fine-tuning. Sequentially, video frames were input into the network for compressed image restoration and 4x image super-resolution tasks. The output images from the first stage underwent a PixelUnShuffle operation to ensure resolution consistency with the input.

During the second stage, BasicVSR++ [8] model architecture and pre-trained weights are employed for fine-tuning. Before feeding into the second-stage network, a 1x1 convolution is used to compress the channel number. To fully exploit the temporal information in the video, the authors input the first stage’s output into the second stage video super-resolution network to obtain the predicted high-resolution video frames.
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