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Abstract

Recently, the single image super-resolution (SISR) based on deep learning algorithm has taken more attention from the research community. There are many methods that are developed to solve this task using CNNs methods. However, most of these methods need large computational resources and consume more runtime. Due to the fact that the runtime is essential for some applications, we propose a mixer-based local residual network (MLRN) for lightweight image super-resolution (SR). The idea of the MLRN model is based on mixing channel and spatial features and mixing low and high-frequency information. This is done by designing a mixer local residual block (MLRB) to be the backbone of our model. Moreover, the bilinear up-sampling is utilized to transfer and mix low-frequency information with extracted high-frequency information. Finally, the GELU activation is used in the main model, proving its efficiency for the SR task. The experimental results show the effectiveness of the model against other state-of-the-art lightweight models. Finally, we took part in the Efficient Super-Resolution 2023 Challenge and achieved good results.

1. Introduction

The image super-resolution (SR) task is one of the computer vision sub-topics. This SR task focuses on converting the input image with low resolution to another one with high-resolution and clearer details [2, 11, 41]. This task is considered an ill-posed task because there a variety of the output images that can be generated from one input image. Also, this task can be divided into two main types SISR and multiple image super-resolution (MISR) [18]. In practice, the SISR has taken much attention based on the application of this task [2, 11, 41].

Recently, many methods are proposed to solve this task using convolution neural networks (CNNs) [2, 11, 41]. These models can be divided into efficient [28, 42, 49] and classical models [5, 25]. Efficient models are needed in applications that focus on computational resource and memory consumption. So, to push the progress for the efficient SR model. Many efficient, super-resolution competitions are developed based on using advanced deep-learning algorithms [23, 46, 47].

The first competition that focuses on designing an efficient model is AIM 2019 challenge [47], which based on finding the model that optimizes five factors of (runtime, parameters, FLOPs, activations, and depths). The winning model of this competition is the information multi-distillation network (IMDN) [16] which is based on cascaded information multi-distillation blocks (IMDB) for the feature extraction module. After that, AIM 2020 challenge is organized to find a more efficient model [46] using the same evaluation criteria as the previous one. The winning solution of this challenge is the residual feature distillation network (RFDN) [26], which further improves the IMDN based on introducing residual learning in the main block. This RFDN achieved more efficient performance compared to the previous one in the evaluation criteria. Then, NTIRE 2022 challenge [23] is made to find a more efficient model than the previous two competitions. The winning solution of this challenge is the residual local feature network (RLFN) [20] which achieves a much faster runtime compared to the previous competition.

Lastly, the NTIRE 2023 Efficient Super-Resolution challenge [24] is organized as an extension of previous challenges. In this challenge, we aimed further to improve the winning solution of the previous challenge RLFN [20] to decrease its weight and reduce the runtime. To do that, one 3 × 3 layer of the RLFN main lock is replaced with a convolution mixer block. This ConvMix block is based on using depthwise convolution and pointwise convolution for channel and spatial feature mixing. Based on this ConvMix, the mixer local residual block (MLRB) is designed as the main block for our model. Using this MLRB, the mixer local residual network (MLRN) is built for the SR task. In addition, the GELU activation function is used instead of the original LeakyReLU, which proof is more helpful for the SR task. Finally, inspired by the previous methods, bilinear up-sampling added to transfer low-frequency information.
of the input image to the final layer.

The paper contribution is summarised as the following:

- We propose MLRB as a main backbone block of the SR network based on using ConvMix layer, which represents a low computations block,
- Based on the designed MLRB and the bilinear upsampling, an efficient MLRN model is proposed for the SISR.
- The developed model achieved state-of-the-art on the SR benchmark with a good balance between performance and computation. Then, an ablation study is made, aiming to show the impact of each network component.

2. Related Work

The related work of this paper will include CNNs-based efficient SR, attention-based efficient SR, and extreme efficient-based SR.

2.1. CNNs-based Efficient SR

In [28], Luo et al. developed a multi-scale receptive field fusion network (MRFN) based on utilizing a multi-scale receptive field fusion block for the fusion of different scales of spatial information and increasing the receptive field. After that, in [42], the authors introduced a progressive representation recalibration network (PRRN) [42] based on the learning of full and effective feature representations using a progressive representation recalibration block (PRRB). Then, an asymmetric information distillation network (AIDN) [49] is suggested by basing on the idea that repeating the process of distilled information can help the ability of key information extraction.

A lightweight super-resolution network named DDistill-SR [39] is developed based on the idea to capture and reuse more supportive information in a static-dynamic feature distillation manner. Moreover, a multi-stage residual distillation network (MRDN) [44] is introduced based on using a multi-stage residual distillation block (MRDB) that decreases the parameters using a combination of the channel separation and the skip connection. Also, a hierarchical residual feature network (HRFFN) [32] is developed based on using multiple mixed attention blocks (MABs) as basic blocks for boosting the model representative ability.

2.2. Attention-based Efficient SR

In [33], an attentive residual refinement network (ARRFN) is developed based on using a stack of attentive residual refinement blocks (ARRFB) for improving the performance based on the attentive residual mechanism. After that, a non-linear perceptual multi-scale network (NLPM-SNet) [43] is suggested by considering the fusion of the multi-scale image information in a non-linearly. In [9], a large kernel attention super-resolution network (LKASR) is introduced based on using multiple cascaded visual attention modules (VAM) for to extract global and local features iteratively. In [50], the authors introduced self-calibrated efficient Transformer (SCET) [50] using the notion of the pixel attention mechanism is a self-calibrated module for effectively extracting image features. In [12], Gendy et al. suggested a balanced spatial feature distillation and pyramid attention (BSPAN) based on balancing different attention types.

In addition, a lightweight local-global attention network (LGAN) [35] is developed based on the idea of improving both the local features and global features. A vast-receptive-field attention model is introduced [48] based on enhancing the pixel attention block to improve the performance and decrease the number of parameters. Lastly, a wavelet-based Transformer for image super-resolution (WTSR) [34] is developed based on implicitly mining the self-similarity of image patches on the wavelet domain based on using Transformer. The attention-based methods can achieve good performance, however, these models need large memory and use a large computational resource.
2.3. Extreme Efficient-based SR

A very lightweight and efficient image super-resolution network (VLESR) is developed by Gao et al. [10] based on using a frequency grouping fusion block (FGFB) for the fusion of the high-frequency and low-frequency feature information. Then, in [36], the ShuffleMixer is developed for lightweight image SR based on exploring large convolution and channel split-shuffle operation. In [38], an edge-enhanced feature distillation network (EFDN) is suggested based on preserving high-frequency information under constrained resources. Moreover, a channel mixing Net (CDFM-Mobile) [13] is introduced based on the idea of channel mixing by utilizing a pointwise convolution layer. A fast nearest convolution module (NCNet) [29] is introduced based on nearest convolution, which is much fast than nearest upsampling and achieves similar performance. Lastly, a content-aware dynamic quantization (CADyQ) [14] model is suggested based on adaptively allocating optimal bits to local regions and layers.

3. Proposed Model.

The proposed MLRN is built using three stages, including shadow and deep feature extraction, and ends with one module to reconstruct the image. The shallow feature extraction is a basic convolution layer for transforming the image space to feature space. Then, the deep feature stage is based on a mixer-based local residual block, further modifying the original RLFN [20]. The MLRB is built by adding a convolution mixer [37] to the RLFN for spatial and channel feature mixing. In addition, GELU activation is used instead of the LeakyReLU in the RLFN. Finally, we used bilinear up-sampling [8, 13] to further improve the model performance with any extract parameter cost. We will discuss the detail of the MLRB as follows:

3.1. Mixer-based Local Residual Block (MLRB)

The MLRB further improves the previous RLFB [20] for reducing the parameters and flops. This is done by replacing one $3 \times 3$ convolution with convolution mixer (ConvMix) [37]. Also, similar to some previous methods, ESA [27] is used at the end of the block. Given the input feature $F_{in}$, the MLRB block function is be represented as:

$$F_{conv3_1} = H_{GELU}(H_{Conv3}(F_{in}))$$  \hspace{1cm} (1)$$

$$F_{conv3_2} = H_{GELU}(H_{Conv3}(F_{conv3_1}))$$  \hspace{1cm} (2)$$

Figure 2. The structure of the proposed MLRB
Table 1. The Results on Benchmark Datasets to Evaluate Quantitatively. Best is indicated in **Bold** and Second Best is indicated in *Underline*. We Averaged the Time in (ms) on DIV2K Validation Dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Scale</th>
<th>#Params</th>
<th>#Mult-Adds</th>
<th>Time</th>
<th>Set5</th>
<th>Set14</th>
<th>B100</th>
<th>Urban100</th>
<th>Manga109</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bicubic</td>
<td>4</td>
<td>33.66</td>
<td>0.9299</td>
<td>30.24</td>
<td>0.8684</td>
<td>29.58</td>
<td>0.8431</td>
<td>26.88</td>
<td>0.8403</td>
</tr>
<tr>
<td>SRCNN [6]</td>
<td>2</td>
<td>8K</td>
<td>52.7G</td>
<td>23</td>
<td>36.66</td>
<td>0.9542</td>
<td>32.45</td>
<td>0.9067</td>
<td>29.50</td>
</tr>
<tr>
<td>FSRCNN [7]</td>
<td>2</td>
<td>12K</td>
<td>6.0G</td>
<td>15</td>
<td>37.00</td>
<td>0.9558</td>
<td>32.63</td>
<td>0.9088</td>
<td>31.53</td>
</tr>
<tr>
<td>CAR [21]</td>
<td>2</td>
<td>1.592K</td>
<td>222.8G</td>
<td>210</td>
<td>37.76</td>
<td>0.9990</td>
<td>33.52</td>
<td>0.9166</td>
<td>32.09</td>
</tr>
<tr>
<td>LapSRN [22]</td>
<td>2</td>
<td>251K</td>
<td>29.9G</td>
<td>320</td>
<td>37.63</td>
<td>0.9888</td>
<td>33.04</td>
<td>0.9188</td>
<td>31.85</td>
</tr>
<tr>
<td>IDN [17]</td>
<td>2</td>
<td>553K</td>
<td>174.1G</td>
<td>230</td>
<td>37.83</td>
<td>0.9600</td>
<td>33.30</td>
<td>0.9148</td>
<td>32.08</td>
</tr>
<tr>
<td>IMDN [16]</td>
<td>2</td>
<td>694K</td>
<td>158.8G</td>
<td>150</td>
<td>38.00</td>
<td>0.9605</td>
<td>33.63</td>
<td>0.9177</td>
<td>32.19</td>
</tr>
<tr>
<td>RFDN [26]</td>
<td>2</td>
<td>534K</td>
<td>102.7G</td>
<td>140</td>
<td>38.05</td>
<td>0.9606</td>
<td>33.68</td>
<td>0.9184</td>
<td>32.16</td>
</tr>
<tr>
<td>RLFN [20]</td>
<td>2</td>
<td>527K</td>
<td>97.9G</td>
<td>121</td>
<td>38.07</td>
<td>0.9607</td>
<td>33.77</td>
<td>0.9187</td>
<td>32.22</td>
</tr>
<tr>
<td>MLRN (Our)</td>
<td>2</td>
<td>488K</td>
<td>90.4G</td>
<td>130</td>
<td>38.07</td>
<td>0.9607</td>
<td>33.59</td>
<td>0.9180</td>
<td>32.21</td>
</tr>
</tbody>
</table>

where $F_{conv3_1}$, $F_{conv3_2}$ is the output of the first and second convolution layers of MLRB. Also, $H_{GELU}$, $H_{conv3}$ are the function of the GELU activation and the $3 \times 3$ convolution. Then, the depthwise convolution with residual learning are applied to $F_{conv3_2}$ as:

$$F_{DWC} = H_{GELU}(H_{DWC}(F_{conv3_2})) + F_{conv3_2},$$

(3)

where $H_{DWC}$ is the function of the depthwise convolution layer and $F_{DWC}$ is the output of depthwise convolution layer. Afterward, the pointwise convolution layer ($H_{PWV}$) with GELU activation are added as follows:

$$F_{CM} = H_{GELU}(H_{PWV}(F_{DWC}))$$

(4)

where $F_{CM}$ is the output of ConvMix layer. After that, both the second pointwise convolution with ESA are added.

$$F_{out} = H_{ESA}(H_{conv1}(F_{CM} + F_{in})),$$

(5)

where $F_{out}$ is the output of MLRB. Also, $H_{ESA}$, $H_{conv1}$ are the functions of the f ESA layer, and the second pointwise convolution layer.

3.2. The Mixer-based Local Residual Network (MLRN) Framework

As indicated in Figure 1, the MLRN model is designed based on using the stages of shallow feature extraction, deep feature extraction, and image reconstruction. For the shallow feature extraction stage, we used $3 \times 3$ convolution ($H_{conv3}$), which is able to change from the image domain to feature domains. Then, the stage function can be represented as:

$$F_0 = H_{conv3}(x)$$

(6)

After that, we built the deep feature extraction stage based on utilizing $m$ layers of MLRB ($H_{MLRB}$).

$$F_i = H_{MLRB}(F_{i-1}), \quad i = 1, 2, ..., m$$

(7)

where $F_i$ represents the $m$ layer of output of the the MLRB. Afterward, $3 \times 3$ is used for smoothing the aggregated features as:

$$F_{DF} = H_{conv3}(F_m),$$

(8)

where $H_{conv3}$ is the function of $3 \times 3$ convolution layer. In addition, we generated the output SR image based on using reconstruction modules as follows:

$$F_{SR} = H_{recont}(F_{DF} + F_0),$$

(9)

where $H_{recont}$ denotes the reconstruction function represented by both $3 \times 3$ convolution and Sup-pixel up-sampling and, $F_{SR}$ denotes the SR model output. Finally, the bilinear up-sampling is made for the input image $x$ and added to the image.

$$y = H_{BU}(x) + F_{SR},$$

(10)

where $y$ is the model output and $H_{BU}$ is the function of the bilinear up-sampling module.
4. Experiment

4.1. Benchmarks

As for the training section, the DIV2K [1] dataset is used for training our method, and we used the bicubic downsampling method to create the LR image from the HR image by downsampling it using the bicubic downsampling method. There are five datasets that were used to test the model, including Set5 (5 images) [4], Set14 (14 images) [45], B100 (100 images) [3], Urban100 (100 images) [15], and Manga109 (109 images) [30]. Finally, in order to evaluate the model based on the $Y$ channel, the PSNR and structural similarity index (SSIM) [40] were used.

4.2. Implementation Details

The patch size is set to $192 \times 192$, $192 \times 192$, $256 \times 356$ for scales of $\times 2$, $\times 3$, and $\times 4$, respectively. In addition, batch sizes is fixed to 64 to train the MLRN models. Moreover, 90, 180, and 270 degrees of random rotation and horizontal flipping are used to augment the input images. Afterward, the number of MLRB is set to 6. In addition, the number of features is fixed at 58. The ADAM optimizer [19] is applied with $\beta_1 = 0.9$, $\beta_2 = 0.99$ and $\epsilon = 1e^{-8}$. Additionally, the learning rate starts with $5 \times 10^{-4}$ and half every 200 epochs. We used the $L_1$ loss function for training the model for 1000 epochs. Also, the warm-start strategy [20] is utilized for the MLRN, and it is not used for the ablation study model for saving time. Finally, we designed the model based on the PyTorch [31] framework and trained using Nvidia 2080 Ti GPUs.

4.3. Comparison with State-of-the-art SR models

Our methods are compared with 8 state-of-the-art methods for SR of lightweight images that have been developed.
in recent years. The methods can be categorized to SR-CNN [6], FSRCNN [7], CARN [21], LapSRN [22], IDN [17], IMDN [16], RFDN [26], and RLFN [20]. In order to compare our model to these methods, we analyzed them quantitatively, qualitatively, and in relation to their model size.

### 4.4. Comparison with State-of-the-art SR models

#### 4.4.1 Quantitative Evaluations

In this section, there five datasets are utilized to make this quantitative comparison with other state-of-the-art methods, as indicated in Table 1. The table shows that our model has better performance in cases of the PNSR and SSIM for most of the cases. For example, at the 3 × scale, our model has better PSNR than RFDN [26] for the datasets of Set5, Set14, and B100 by 0.05 dB, 0.01 dB, and 0.01 dB. Also, for the case of SSIM, our model performs better than the RLFN [20] for datasets of Set5, Set14, and B100 by improving the values from 0.8952, 0.7813, and 0.7364 to 0.8956, 0.7824, and 0.7365, respectively. These results show that our model can benefit from the ConvMix block to make the mixing of channel and spatial features.

#### 4.4.2 Qualitative Evaluations

In the part of the result, we aimed to compare our model with other state-of-the-art models in the case of qualitative results, as shown in Figure 3. The figure shows that our model has better visual image quality than the other different methods, including the RFDN [26] and RLFN [20]. For instance, for the img 073, the window details are much clearer in our case than in the other methods. Moreover, in the case of img 076, the horizontal lines of the building in our method are much straight compared to the different models. The results indicated that our model is able to extract more features using ConvMix, which helps it achieve good performance.

#### 4.4.3 Model Size Analysis

Here, these three factors parameters, multi-Adds, and runtime, are used to make the model size analysis compared to the winner for the previous three challenges, as shown in Table 1. Firstly for the parameters, our model has few parameters compared to RLFN [20] by 39K at the scale of 2 × with comparable good performance. In addition, for the Mult-Adds, our model has 11.2G fewer Mult-Adds than RFDN [26] at the scale of × 3. Moreover, for the runtime, it is clear that our model has a slight increase in the runtime of about 8% than RLFN at the scale of × 4, but our model has fewer parameters, multi-Adds, and better performance. So, our model can balance the performance and computational cost.
4.5. Ablation Study

During our ablation, the same model settings for the different scales were used, but we used the model before the warm-start strategy to save time. This ablation studies important factors used in the designing of the model, such as the impact of including the ConvMix block in the model, the impact of including the depthwise convolution layer in the model, the impact of using GELU activation instead of LeakyReLU activation which is found on the original model, the effect of using the bilinear up-sampling, and at the end, we show the impact of using the warm-start strategy.

4.5.1 Ablation Study in Using the ConvMix Block

In this part of ablation, we aimed to show the impact of the ConvMix layer, so we used the same model as MLRN and compared it with the model when the ConvMix is not included in the main model, as shown in Figure 4 (Model 1). The result is shown in Table 2 (the second row vs. the first row). It is clear that the ConvMix impacts the result with a slight increase of the parameters and Mult-Adds. For instance, the PSNR dropped by 0.1 dB and 0.1 dB for Set14 and Urban100 datasets, respectively. Based on this result, we can conclude that ConvMix can help the model by making channel and spatial mixing with slight increase the computational cost.

4.5.2 Ablation Study in Using the depthwise convolution Layer

In this part of ablation, we aimed to show the impact of the depthwise convolution, so the same model as MLRN is used and compared it with the model when the depthwise convolution was not included in the main model. The result is shown in Table 2 (the third row vs. the first row). It is clear that the depthwise convolution impacts the result with a slight increase of the parameters and Mult-Adds. For instance, the PSNR dropped by 0.05 dB and 0.02 dB for Urban100 and Manga109 datasets, respectively. Based on this result, we can conclude that the depthwise convolution can help the model by making spatial mixing with slight increase the computational cost.

4.5.3 Ablation Study in Using the GELU Activation

In this part of ablation, we aimed to show the impact of the GELU activation, so we used the same model as MLRN and compared it with the model when the LeakyReLU activation was used in the main model, as shown in Figure 4 (Model 3). The result is shown in Table 2 (the fourth row vs. the first row). It is clear that the GELU activation greatly impacts the result; for example, the PSNR decreased by 0.06 dB and 0.13 dB for Set5 and Urban100 datasets, respectively. Based on this result, we can conclude that GELU activation is more suitable for SR task than LeakyReLU activation.

4.5.4 Ablation Study in Using the Bilinear Up-sampling

In this part of ablation, we aimed to show the impact of the bilinear up-sampling, so we used the same model as MLRN and compared it with the model when the bilinear up-sampling is not included in the main model. The result is indicated in Table 2 (the fifth row vs. the first row). It obvious the bilinear up-sampling impacts the result without an increase of the parameters and Mult-Adds. For example, the PSNR dropped by 0.03 dB, 0.04 dB, and 0.04 dB for Set5, Urban100, and Manga109 datasets, respectively. Based on this result, we can conclude that bilinear up-sampling can help by transferring the low-frequency information to the final layer.

4.5.5 The Ablation Study on Warm-Start Strategy

In this task, the warm-start strategy [20] is utilized to make retraining the model again, beginning from the pre-train model on the same scale. We made the comparison in Table 2 (the last row compared to the first row). The results indicate that the warm-start strategy can improve performance. For example, in Urban100 and Manga109 datasets, the model performance is case of PSNR enhanced from 32.18 dB and 38.67 dB to 3.28 dB and 38.86 dB, respectively. So, these results show that the warm-start strategy can enhance the performance without any additional parameters and Multi-Adds cost.

<table>
<thead>
<tr>
<th>Method</th>
<th>#Params</th>
<th>#Mult-Adds</th>
<th>Set5</th>
<th>PSNR</th>
<th>SSIM</th>
<th>#B100</th>
<th>Urban100</th>
<th>PSNR</th>
<th>SSIM</th>
<th>Manga109</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLRN</td>
<td>488k</td>
<td>90.4G</td>
<td>38.05</td>
<td>0.9606</td>
<td>33.59</td>
<td>0.9179</td>
<td>32.19</td>
<td>0.8999</td>
<td>32.18</td>
<td>0.9288</td>
<td>38.67</td>
<td>0.9771</td>
</tr>
<tr>
<td>MLRN W/O ConvMix</td>
<td>484.3K</td>
<td>85.6G</td>
<td>38.05</td>
<td>0.9606</td>
<td>33.49</td>
<td>0.9172</td>
<td>32.17</td>
<td>0.8996</td>
<td>32.08</td>
<td>0.9278</td>
<td>38.61</td>
<td>0.9770</td>
</tr>
<tr>
<td>MLRN W/O depthwise conv</td>
<td>484.4k</td>
<td>89.7G</td>
<td>38.04</td>
<td>0.9606</td>
<td>33.59</td>
<td>0.9179</td>
<td>32.18</td>
<td>0.8997</td>
<td>32.13</td>
<td>0.9283</td>
<td>38.65</td>
<td>0.9771</td>
</tr>
<tr>
<td>MLRN W LeakReLU</td>
<td>488k</td>
<td>90.4G</td>
<td>37.99</td>
<td>0.9604</td>
<td>33.52</td>
<td>0.9173</td>
<td>32.17</td>
<td>0.8999</td>
<td>32.05</td>
<td>0.9229</td>
<td>38.58</td>
<td>0.9770</td>
</tr>
<tr>
<td>MLRN W Bilinear Up-sampling</td>
<td>488k</td>
<td>90.4G</td>
<td>38.03</td>
<td>0.9606</td>
<td>33.60</td>
<td>0.9177</td>
<td>32.19</td>
<td>0.8998</td>
<td>32.14</td>
<td>0.9284</td>
<td>38.63</td>
<td>0.9770</td>
</tr>
<tr>
<td>MLRN W Warm-Start</td>
<td>488k</td>
<td>90.4G</td>
<td>38.07</td>
<td>0.9607</td>
<td>33.59</td>
<td>0.9180</td>
<td>32.21</td>
<td>0.9000</td>
<td>32.28</td>
<td>0.9297</td>
<td>38.76</td>
<td>0.9773</td>
</tr>
</tbody>
</table>

Table 2. The Ablation Study Results at the Scale × 2

4.6. MLRN for NTIRE 2023 Challenge

We took part in NTIRE 2023 Challenge on Efficient Super-Resolution [24], and our model achieved a good result, as shown in Table 3. Our MLRN-entire model is slightly changed from the MLRN model in the paper; it contains 4 MLRB blocks, each containing two $3 \times 3$ convolution with one ConvMix block each with GELU activation, in which the number of feature maps is set to 50. Also, the channel number of the ESA is set to 16, similar to [20], and we set the RGB range to 255, not to 1, as in the paper. In our training, DIV2K, and LSDIR [22] are used to train the model. After that, the model is trained in the following steps. At the starting stage, we trained the model from scratch using the DIV2K and LSDIR [22] datasets, with a patch size of 256×256 and a batch size of 64. In this training, the $L_1$ loss function is used with the Adam optimizer. This stage is trained for 800 epochs with an initial learning rate $5 \times 10^{-4}$ reduced by half every 200 epochs. After the previous stage, the model starts its training from the previous pre-trained weights using the DIV2K and Flickr2K datasets with an initial learning rate $5 \times 10^{-4}$ that drops by 50% at every 200 epochs for 1000 epochs using $L_1$ loss.

5. Conclusion

This paper proposes a mixer-based local residual network (MLRN) for single image super-resolution (SISR). The MLRN was built by further improving the original RLN using the convolutional mixer (ConvMix). The ConvMix is built based on using depthwise and pointwise to mix channel and spatial features. Based on the ConvMix, the mixer residual local block (MLRB) is built as the backbone for our model. In addition, both GELU activation and bilinear up-sampling are used to improve the model further. Based on the result, our model achieved good results against other state-of-the-art models in multiple benchmarks. In addition, our model takes part in Efficient Super-Resolution Challenge 2023 and shows amenable performance.
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