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Abstract

Stereo video retargeting aims to resize an image to a de-
sired aspect ratio. The quality of retargeted videos can be
significantly impacted by the stereo video’s spatial, tem-
poral, and disparity coherence, all of which can be im-
pacted by the retargeting process. Due to the lack of a pub-
licly accessible annotated dataset, there is little research
on deep learning-based methods for stereo video retarget-
ing. This paper proposes an unsupervised deep learning-
based stereo video retargeting network. Our model first
detects the salient objects and shifts and warps all objects
such that it minimizes the distortion of the salient parts of
the stereo frames. We use 1D convolution for shifting the
salient objects and design a stereo video Transformer to as-
sist the retargeting process. To train the network, we use the
parallax attention mechanism to fuse the left and right views
and feed the retargeted frames to a reconstruction mod-
ule that reverses the retargeted frames to the input frames.
Therefore, the network is trained in an unsupervised man-
ner. Extensive qualitative and quantitative experiments and
ablation studies on KITTI stereo 2012 and 2015 datasets
demonstrate the efficiency of the proposed method over the
existing state-of-the-art methods. The code is available at
https://github.com/z65451/SVR/.

1. Introduction
3D video technology is growing in popularity due to the

rising demand for augmented and virtual reality (AR/VR)
devices used in various applications, e.g., mobile phones,
autonomous vehicles, and robots. As 3D videos can be
viewed on display devices with varying aspect ratios, stereo
image and video retargeting techniques are becoming in-
creasingly important for modifying aspect ratios of media
content to correspond to those of target screens and devices.
Stereo video retargeting aims to convert a stereo video to
the desired aspect ratio. Notably, changes in the aspect ra-
tios of videos could result in spatial distortion, and temporal
inconsistency, such as jittering and flickering. Content dis-
tortion can be even more severe for stereo videos if depth

preservation is not considered during retargeting. Changes
in the depth of salient objects can negatively affect the 3D
viewing experience [19]. The efficacy of stereo video retar-
geting approaches depends mainly on the ability to discern
between salient and non-salient regions.

In traditional approaches, the stereo image and video
retargeting problem is formulated as a constrained opti-
mization problem. [2], [16] and [11] proposed discrete ap-
proaches that extends 2D pixel fusion methods for 3D im-
age retargeting. [2] performs seam-searching by consider-
ing depth energy and appearance energy, while in [16],
seam selection and seam matching are considered simul-
taneously to maintain the relationship between objects and
disparity. Hu et al. [11] combine the occluding masks with
the energy optimization of pixel fusion. [17] introduced a
depth-preserving stereo image retargeting technique, a con-
tinuous approach. Shao et al. [23] described a Quality of
Experience(QoE)-guided warping strategy in response to
the effect of QoE on visual attributes.

Kopf et al. [14] proposed one of the first stereo video re-
targeting methods to preserve salient frame content, avoid
flickering, and maintain stereo consistency. Liu et al. [20]
formulate distortion energies to prevent significant areas of
the videos from deforming. In [13], volume warping with
non-homogeneous scaling optimization resizes the stereo-
scopic video. During the warping, the depth is remapped
using a depth remapping constraint and a saliency constraint
that protects the salient regions. Temporal and depth con-
straints are considered in [18, 19]. Li et al. [19] proposed a
method based on depth fidelity constraint. To reduce con-
flicts between depth, shape, and temporal constraints and
prevent perceptually degrading temporal coherence, Li et
al. [18] loosen temporal constraints for non-paired regions
at frame boundaries. More recently, Wang et al. [31] pre-
sented a depth trajectory-aware stereoscopic video retarget-
ing technique by optimizing the spatial location and depths,
along with a temporal depth distortion energy to preserve
the depth trajectory in the temporal direction.

Driven by the proven performance of deep learning in
many computer vision tasks, some researchers employed
deep neural networks for stereo image retargeting. [7] and
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Figure 1. Proposed stereo video retargeting model architecture. Firstly, using the combination of object detection, disparity information,
and Co-Saliency detection (CoSD), the salient areas of the frames are detected and segmented. The stereo video Transformer SVT helps
with attention generation. Then, the middle frame is shifted and warped based on the salient regions. The PAM module uses the cross-view
information, and a reconstruction block generates the input middle frame.

[8] proposed convolutional neural network (CNN)-based
models to estimate the disparity, which is then utilized to
assist in salient objects detection. Fan et al. [8] created a
cross-attention extraction method to build an attention map,
and a disparity-assisted 3D importance map preservation
module is used to calculate the depth information. Fan et
al. [7] proposed two loss functions for training an unsu-
pervised retargeting model; the view synthesis loss guaran-
tees the generation of high-quality stereoscopic images with
inter-view correspondences, and the stereo cycle consis-
tency loss that preserves the structure and prevents disparity
variations. However, the local receptive fields of plain CNN
make it difficult to capture correspondence with large dis-
parities [29]. To overcome this limitation, Wang et al. [29]
integrated epipolar constraints with an attention mechanism
to estimate feature similarities along the epipolar line and
proposed PAM to handle different stereo frames with ex-
treme disparity changes to cope better with large disparity
changes. To our best knowledge, no research attempted the
deep learning approach for stereo video retargeting.

This paper proposes an unsupervised deep learning-
based method for stereo video retargeting. Identifying sig-
nificant stereo video content is essential to retargeting pro-
cess. In our approach, we devise a salient object detec-
tion scheme that fuses the output of the saliency and object
detection models to segment the important content of the
stereo video accurately. To resize the video to the target as-
pect ratio, we shift and warp the salient content based on the
loss of each pixel’s shift using a 1D convolutional layer. We
also design the Stereo Video Transformer. Finally, we re-
create the input stereo video frames using cross-view infor-
mation from the parallax attention mechanism (PAM) [30]
and propagate the loss to train our model without supervi-
sion. Our main contributions are listed as follows:

• A novel unsupervised model for stereo video retarget-
ing. By re-creating the input stereo video frames from
the retargeted ones, we use the input frames as labels
and train the model completely unsupervised.

• A shifting layer that uses convolution and warping for
retargeting the video frames.

• A Stereo Video Transformer with self-attention and a
sequence of spatial, temporal, and disparity tokens ex-
tracted using the stereo patch embedding method.

• A loss function that combines the spatial, temporal,
and disparity losses to guide the model to obtain a
more consistent retargeted stereo video.

2. Proposed Method

The architecture of the proposed method for stereo video
retargeting is shown in Fig. 1. The input to the frame-
work is a batch of n consecutive left and right frames. First,
salient objects are detected using disparity information, Co-
Saliency detection (CoSD), and object detection techniques.
Then, a dilation operation is applied to expand the salient ar-
eas, and the shift-and-warp operation is employed to move
the objects in the frames to the appropriate location, given
the aspect ratio. To integrate attention to the model, the pro-
posed stereo video Transformer (SVT) factorizes the input
video’s spatial, temporal, and depth channels, and its results
are concatenated with the warped frames. The PAM module
then uses the cross-view information to fuse both views. In
the reconstruction part, using convolutional blocks, the ob-
jects are relocated to their location within the original aspect
ratio, re-generating the input frames, which is then used to
calculate and minimize the loss in the training phase.
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Figure 2. Results of saliency detection on the Davis [22] and
KITTI stereo 2015 [21] datasets. From left to right: image from
Davis, its segmentation with CoSD, image from KITTI stereo
2015, its segmentation with CoSD, segmentation with fusion.

2.1. Salient Object Detection

Detecting salient objects as accurately as possible in a
stereo video is an essential step of our model; otherwise,
primary object deformation will likely occur. Deep neu-
ral networks have primarily been trained independently for
related tasks such as segmentation and salient object detec-
tion, without capitalizing on the inter- and intra-feature cues
for a collection of sequential video frames, which may po-
tentially improve the accuracy of object extraction.

Figure 3. Fusion of disparity information, CoSD, and Yolov5
object detection to get better masks for the salient objects.

Recently, Co-Saliency detection (CoSD), which finds the
common salient objects among an image group, is preferred
over the normal saliency detection (SD) methods for many
computer vision tasks. CoSD discriminate co-occurring
objects over consecutive frames [6] considering other ob-
jects in the scene, and both intra-class compactness and
inter-class distinctness are maximized simultaneously. In-
spired by Su et al.’s [26] unified framework that jointly de-
tects salient objects and performs segmentation, we adopt
their CoSD component and combine it with object detec-
tion and disparity information to locate the essential areas
of a stereo video more accurately. The CoSD module con-
tains a transformer block that treats the input frame features
as patch tokens and then uses the self-attention technique
to extract their long-range dependencies. The network then
uses these dependencies to determine the patch-structured
similarities between the relevant components. A self-mask
is generated using an intra-multi-layer perceptron (MLP)
learning module to strengthen the network and prevent par-
tial activation. However, when the camera moves, CoSD
alone does not perform well as it fails to detect all salient
objects, and some parts of the scene which are not salient
are detected as salient areas (see Figure 2). To solve this
problem, we propose a fusion strategy that combines CoSD,
Yolov5 [28] object detector, and depth cues from disparity
map to generate a more accurate saliency map. The saliency

Figure 4. Stereo video Transformer architecture. We factorize all
encoder parts into spatial, temporal, and disparity channels.

fusion block is shown in Figure 3. We first detect the salient
objects with CoSD and fuse its results with the disparity
map. Then, we apply Yolov5 to detect the bounding box for
each object and remove the salient scene outside of these
bounding boxes. This way, we obtain clean salient objects.

2.2. Stereo Video Transformer

Attention-based frameworks are rational for modeling
long-range contextual relations in the video. Inspired by
Vision Transformer (ViT) [5], which uses a multi-head self-
attention mechanism, we propose Stereo Video Transformer
(SVT). This model factorizes the stereo video’s spatial, tem-
poral, and disparity channels to cope with the long token
sequences present in stereo videos. The proposed SVT ar-
chitecture is shown in Figure 4.

The Transformer has a flexible architecture that works
on the provided tokens. ViT [5] extracts N patches fi

h×w

from each video frame FH×W and apply a linear projec-
tion to convert them to d-dimensional tokens. The tokens
are then passed to the Transformer encoder of L layers,
where each layer l contains a multi-head dot-product atten-
tion (MHDPA), a layer normalization (LN), and a multi-
layer perceptron (MLP). Let V=VT×H×W×C represent the
left or right stereo video. For each patch of size t× h× w
in the lth layer, it is mapped to a sequence of tokens,
tokensnT×nH×nW×d

l , where nt = [T/t], nh = [H/h], and
nw = [W/w], and d is the token’s dimension. Instead of
sampling nt video frames simply as proposed by ViT [5]
and concatenating them together independently for the con-
secutive frames, we propose the stereo patch embedding.
The positional embedding is added to each input token in
the same way as the original ViT [5]. The key difference is
that the stereo video has more tokens than the pre-trained
image model. Therefore, we initialize the positional em-
beddings by repeating them temporally.

Stereo patch embedding. In addition to spatial and
temporal information, depth cues are included for tokeniz-
ing the stereo video in the form of disparity information.
Figure 5 illustrates the extraction of spatial, temporal, and
disparity patches from the stereo video. For each patch of
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Figure 5. Patch embedding for stereo video. We extract the spa-
tial, temporal, and disparity patches from each left and right video.

size t× h× w with the same disparity size, we first extract
nt × nh × nw tokens from the temporal and spatial dimen-
sions. The same process is then performed on the dispar-
ity channel. Differing from the original ViT [5] where the
tokens of the temporal data are combined inside the Trans-
former encoder, the disparity tokens are fused to the spatial
and temporal tokens before feeding them into the Trans-
former encoder.

Spatial, temporal, and disparity self-attention. We in-
dividually calculate attention weights for every token over
the spatial, temporal, and disparity channels at various
heads. For each head, the attention is as the following:

Attn(Q,K, V ) = Soft(
QKT

√
dk

)V (1)

where Attn and Soft refer to the attention and SoftMax, re-
spectively, and the query Q = VWq , key K = VWk,
and value V = VWv are the projection of the left or right
video V. The primary concept is to create (Ks, Vs)

nhnwd,
(Kd, Vd)

nhnwd, and (Kt, Vt)
ntd for spatial, disparity, and

temporal indices, respectively, and then adjust the keys and
values for each query such that they only look for tokens
from the same index. Finally, we concatenate the outputs of
different heads with a linear projection.

2.3. Shift and Warp

To map the pixels from the left and right source to the
left and right target frames, we need to shift the pixels based
on the computed saliency map. Additionally, we should be
aware of the non-salient regions of the frames and prop-
erly warp them to avoid the deformation of the non-salient
objects. Before shifting, we dilate the salient areas of the
frames to recover parts of the salient object that could have
been missed. We first apply a Gaussian blur to the saliency
map and then use a 2D convolution with a kernel size of
11 × 11 for dilation. This size is selected experimentally.
We apply this method to each channel. We then shift the
pixels as below:

Ftrg(x, y) = Fsrc(x+ shift(x, y), y) (2)

where Ftrg, Fsrc, and shift are the retargeted frame, source
frame, and the amount of the shift applied to each pixel

based on the saliency map of the source frame, respectively.
The shifting process should constrain the salient regions to
be kept as rigid as possible to preserve the salient content.
Additionally, pixels in the same columns should experience
comparable shifts to keep the entire structure of the objects
in the frame and prevent deformation on the shape of the
main objects. Therefore, we use a 1D convolution to restrict
the shape of a salient area to be consistent along the column
axis. The kernel size for this convolution is k=(frheight, 1),
where frheight is the height of the frame:

S1(x, y) = Conv(Fsrc(x, y), k) (3)

Next, we calculate the summation of the elements on the
y-axis and then tile the elements on the y-axis with dim =
(1,frheight,1,1) to get the salient columns:

S2(x, y) = Tile(Sum(S1(x, y)), dim) (4)

where Sum is the summation of elements in the y-axis, and
Tile constructs a tensor by repeating the elements in the x-
axis. The final shift of each pixel based on the saliency map
is calculated as the weighted addition of S1 and S2:

shift(x, y) = αS1 + βS2 (5)

where α and β are experimentally set to 1.9 and 1.
Finally, an input frame is warped into the desired aspect

ratio using Eq. (2). Four adjacent pixels are interpolated
since the shifting map has sub-pixel accuracy.

2.4. Parallax Attention Mechanism

Based on self-attention approaches [9, 32], Wang et al.
[30] introduced the parallax attention mechanism (PAM)
to determine matching in stereo images. PAM effectively
merges the characteristics of the left and right image pair.
The PAM structure has been modified in [12] to make it suit-
able for video-based inputs. After applying a 1×1 convolu-
tional layer, the attention mappings from the left to right and
vice versa are built using batch-wised matrix multiplication
in a SoftMax block. Features for the left disparity are then
merged with the corresponding right features at all dispar-
ity levels. To generate more features and increase learning
capacity, we use the method in [12], in which 2D CNNs are
applied to the output features, followed by a ReLU and a
batch normalization (BN) layer. Three convolution layers
are used with 128, 128, and 64 filters.

2.5. Reconstruction

After applying the PAM module, we re-generate the in-
put stereo video frames. For this purpose, we use 5 2D CNN
blocks, with 64, 128, 512, 128, and 3 output filters, respec-
tively. We use the last layer of this block for loss calcula-
tion. The first layer accepts the addition of the outputs of
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PAM and shifted and warp modules and produces a feature
map of size 64. Its kernel size is 5. The other convolution
layers use a kernel size of 3. A stride and padding of 1 and
ReLU function are used for each convolutional layer.

2.6. Loss Functions

Pixel-based metrics such as L2 or logistic regression are
often utilized to determine the loss between the source and
recreated frames. However, pixel-based loss functions may
not accurately represent the subjective difference and spa-
tial relationship between two consecutive frames. For in-
stance, a similar frame that has been moved a few pix-
els may not substantially impact human perception, but its
pixel-by-pixel loss can be severe.

We combine four loss functions for training the pro-
posed model on the KITTI stereo 2012 [10] and 2015 [21]
datasets. The first loss computes the difference between the
source and the retargeted frames. The second loss computes
the dissimilarities between the source and output of the re-
construction module. The third loss measures the difference
between the disparity of the source and retargeted frames.
Please note that the aspect ratio of the source and retargeted
frames are different. For example, for 50% resizing, the
source frames are with size 224 × 448, and the retargeted
frames are 224× 224.

The first loss computes the difference between the
VGG19 [25] features extracted from the source and retar-
geted frames. Specifically, we use VGG19 features of layers
conv1 2, conv2 2, conv3 3 feature before the ReLU activa-
tion layer:

LV GG19 = MSE(V GG19src − V GG19ret) (6)

where MSE denote the mean square error. The total VGG19
features loss is computed as the summation of the feature
difference (1) between the entire frames of source and re-
targeted frames, and (2) between their salient regions:

Ltotal
V GG19 = Lentire

V GG19 + Lsalient
V GG19 (7)

The second loss term computes the frequency domain
differences by computing the MSE between the forward and
inverse 2D discrete wavelet transform (DWT) decomposi-
tions between source and retargeted frames:

LDWT = MSE(FDWTsrc − FDWTret)

+MSE(IDWTsrc − IDWTret)
(8)

where FDWT and IDWT denote the forward and inverse 2D
DWT decompositions, respectively. LDWT is calculated as
the average loss of the left and right frames.

The final loss functions are the photometric Lp and
smoothness Ls losses [29] respectively. The photometric

loss includes a mean absolute error (MAE) loss and a struc-
tural similarity index (SSIM) loss term. The photometric
loss is defined as follows:

Lp =
1

N

∑
p∈Vl

γ
1− S(Il(p), Î(p))

2
+ (1− γ)||Il(p), Î(p)||

(9)

where Î is the warped version of the right frame. S is the
SSIM operator, p indicates a valid pixel covered by the valid
mask, N is the number of valid pixels, and γ is a constant.

The smoothness loss is an edge-aware loss that encour-
ages local smoothness of the disparity values:

Ls =
1

N

∑
p

(||∇xD̂r(p)||e−||∇xÎl(p)||+

||∇yD̂r(p)||e−||∇y Îl(p)||)

(10)

where ∇ is the gradient operator. The final loss function is
the union of the losses above:

loss = Ltotal
V GG19 + αLDWT + Ls + Lp (11)

where α is the regularization term empirically set to 0.05.

3. Datasets and Experiments
Datasets: Due to the nature of the SVR, no publicly

available dataset is specifically designed for the SVR task.
Some works, such as citeli2020perceptual, used videos
from commercial 3D movie films for experiments. The dif-
ference between our method and [18] (e.g., not a learning-
based method) is the training phase that we have. Based
on the available existing stereo video datasets, we chose
the KITTI stereo 2012 [10] and 2015 [21] datasets because
of the large disparity range between foreground and back-
ground objects with significant temporal disparity changes.
The video scenes are dynamic, and the camera is mov-
ing. However, our method can also retarget the commer-
cial stereo video (single-scene) to the target aspect ratio.
The KITTI stereo 2012 dataset contains 194 training frame
pairs and 195 test frame pairs. There are 200 training and
200 test sequences in the KITTI stereo 2015 benchmark (4
frames per scene). Since the disparity values are published
only for the training sets, we divide their training sets into
the train-test sets with an 80:20 split ratio and use them for
the experiments.

Experiments: The specification of the computer system
used for our experiments is Intel i7-10875H, 64GB mem-
ory, Nvidia RTX3090 24GB. We trained our model with
ADAM optimizer, learning rate initialized to 0.05 and the
model waas trained with 4000 iterations. The training took
2 days to complete on our RTX3090 GPU.
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Evaluation Criteria: We use qualitative and quanti-
tative comparisons to evaluate the proposed method. For
qualitative and quantitative studies, we compare our method
with 4 other methods: linear scaling, manual cropping, fast
video [4], and seam carving [1] methods. We cannot com-
pare our results with the stereo video retargeting techniques
[13, 14, 19, 20] due to the unavailability of codes, including
two more recent 2D video retargeting methods [15,27]. For
quantitative comparisons, we use three metrics. The first
one is the bidirectional similarity metric [24], a frequently
used metric in the image and video retargeting. We compare
different retargeting methods for the second metric based on
the perceptual distance between the source and retargeted
stereo video’s VGG19 [25] features. In [19], an objective
metric named Disparity Distortion ratio (DDr) is proposed
to quantify the spatial and temporal depth distortion. We
use DDr to compute the mean of the disparity variation of
pixels between the retargeted and original videos, normal-
ized to the disparity range as follows:

DDr =
1

|dmax| ×H ×W × T

∑
(D − D̃) (12)

where dmax is the maximum disparity in the source stereo
video, H, W, and T are the dimensions of the video, and
D and D̃ is the disparity maps of the source and retargeted
videos, respectively.

4. Results and Discussion
4.1. Computational Performance

Table 1 compares the computational complexity of our
method to that of other methods for a single pair of frames
by computing the sum of the running times for the left
and right frames. All methods are implemented on an In-
tel i7-10875H workstation with Nvidia RTX3090 GPU. We
can observe that our proposed method achieved the fastest
speed, about 30x and 2x times faster than Seam carving [1]
and Fast video [4] methods, respectively.

Table 1. Comparison of computational complexity.
method Seam carving [1] Fast video [4] Ours (GPU)
complexity(s) 42.184 3.014 1.831

4.2. Qualitative Results

We randomly select stereo video sequences from KITTI
stereo 2012 [10] and 2015 [21] test sets for our qualita-
tive comparisons. We provide the qualitative results for 3
aspect ratios: reduction of horizontal video size by 20%,
30%, and 50% respectively. For example, the aspect ratio
of 20% means that the size of the original video frames is
reduced by 20% horizontally. Figure 6 compares the pro-
posed method’s results with 4 methods for 50% aspect ra-
tio on 3 randomly selected videos from the KITTI stereo

2015 [21] test set. Each row belongs to one left frame of
one of the videos in the dataset. Since both the left and
right views need more space, we report the results based on
the left frames and provide all results in the supplementary
materials. Each stereo video contains one main object (fore-
ground) and the background. Since KITTI stereo 2012 [10]
and 2015 [21] datasets mostly contain the car videos, the
foreground object of the stereo videos includes the cars. It
is apparent from visual results in this figure that our method
can preserve both the salient object and the background
well. Noticeably, the main object size is resized less than
the background.

Figure 7 shows the retargeting results with horizon-
tal size reduction of 30% and 20%. These visual results
demonstrate that our method is superior to the other meth-
ods. These two aspect ratios require a lesser shift of pix-
els. Thus, the main structure of the video frames is well-
preserved by all methods. When we resize the frames with
a higher reduction in size, e.g., 50%, shape deformation of
objects is observed in some methods. Figure 8 illustrates
the results of retargeting one video from KITTI stereo 2012
[10] dataset with horizontal video size reduction of 50%,
20%, and 150% (enlarge). It is apparent in these results that
our method can effectively perform stereo retargeting in all
cases, from very extreme (50% and 150%) to lower resizing
ratio (20%) cases. In addition, this figure’s results demon-
strate our method’s ability to enlarge the frames.

4.3. Quantitative Results

We use two methods for computing the similarity be-
tween two frames in our quantitative comparisons. The first
method is the bidirectional similarity metric [24], the most
widely accepted criteria for assessing the video retargeting
quantitative performance [3]. When evaluating the quality

Table 2. Comparison of the bidirectional similarity metric [24].
The results are the average values for the left and right frames.
Videos #1 and #2 are taken from KITTI 2015 [21], and videos
#3 and #4 from 2012 [10] datasets. The last column shows the
average bidirectional similarity.

Video No. #1 #2 #3 #4 Avg
Manual cropping 5.065 4.950 2.170 4.320 4.126
Seam carving [1] 3.347 2.693 3.822 3.011 3.218
Fast video [4] 3.211 2.901 3.736 2.882 3.182
Ours 2.190 1.970 2.588 1.870 2.154

Table 3. Comparison of the similarity between the input and retar-
geted videos based on VGG19 [25] feature difference.

Video No. #1 #2 #3 #4 Avg
Manual cropping 1.140 1.374 1.016 0.888 1.104
Seam carving [1] 0.595 1.137 0.796 0.776 0.826
Fast video [4] 0.592 0.940 0.743 0.690 0.741
Ours 0.326 0.739 0.721 0.678 0.616
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Figure 6. Qualitative results of stereo video retargeting on randomly selected left video frames from the KITTI stereo 2015 [21] (top) and
2012 [10] (bottom) datasets for reducing the horizontal video size at 50%. Left to right: original frame, linear scaling, manual cropping,
seam carve [1], fast video [4], and ours.

of the retargeted video, bidirectional similarity looks at the
coherence and completeness between the source and retar-
geted frames. Completeness assesses the impairment in the
shape of the retargeted objects relative to the objects in the
source frames. In contrast, coherence measures the defor-
mity that occurs when an area that does not exist in the orig-
inal frames appears in the retargeted frames.

Figure 7. Qualitative results of retargeting on randomly selected
frames from the KITTI stereo 2015 [21] dataset for 30% (first row)
and 20% (second row) reduced the horizontal size. From left to
right: input frame, LS, seam carve [1], fast video [4], and Ours.

DDr = 0.226 0.112 0.233

Figure 8. Different retargeting results with respective depth maps.
Left to right: Input video frame and their retargeted results with
horizontal size reduction at 50%, 20%, and 150%(enlarge).

Table 2 compares the bidirectional similarity between
the source and target videos. A total of 4 videos are used for
this study. A lower value represents better shape preserva-
tion or less object deformation during the retargeting. Our
method achieves the best results in terms of bidirectional
similarities for all of the videos. A value of 1.870 for video
4 shows the retargeted video is very similar to the source.

Next, we compare the deep features between the source
and retargeted stereo video frames. For this purpose, we
compute the difference between the VGG19 [25] features
extracted from the source and target frames, respectively.
Table 3 depicts the quantitative comparison of the VGG19
features. Video #1 obtained the best results of 0.3262, indi-
cating that the retargeted stereo video is similar to its source.

To evaluate depth preservation, we compute the depth
distortion with the DDr metric for the video shown in Fig-
ure 8. The DDr results are reported in the figure for each
aspect ratio, together with the illustration of the correspond-
ing disparity maps. It can be observed that the distortion
is lower for smaller size reduction (size reduction of 30%,
20%), as compared to more extreme cases (50% and 150%).
For horizontal size reduction of 20%, a low distortion ratio
of DDr = 0.112 is reported.

4.4. Ablation Study

The key idea of the proposed framwork is to preserve
the salient regions during the retargeting process. With-
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Table 4. Ablation study. Comparison of the similarity between
the input and retargeted videos based on the VGG19 [25] features.
The results are for 3 cases: without (w/o CoSD) CoSD saliency
detection, without (w/o Trans) Transformer block, and will all of
the blocks (with all). The best results are shown in bold.

Video No. #1 #2 #3 #4 Avg
w/o CoSD 0.8755 0.9400 1.3301 0.8497 0.9988
w/o Trans 0.7737 0.9221 1.2107 0.7087 0.9038
with all 0.5584 00.5971 0.6244 0.3515 0.5328

out detecting the salient parts, our method works like linear
scaling. Therefore, instead of removing the whole saliency
detection block that combines CoSD, object detection, and
disparity information for the ablation study, we only remove
the CoSD module to investigate how it affects the retarget-
ing process. We further ablate with removing the SVT from
our model and seeing its impact. Figure 9 shows the re-
sults of the ablation study. With the CoSD module removed,
the results show that the salient parts are not well detected,
affecting the final retargeting results. The deformation of
the main object is apparent in both examples. Without the
CoSD module, the other parts of the frame are not affected
much, but the main objects are deformed. The situation dif-
fers when SVT is removed. The training process is affected
without the Transformer, and all parts of the frames are af-
fected. More detailed ablation studies are reported in the
supplementary materials. In Table 4, we study the influ-
ence of CoSD and SVT modules for stereo video retargeting
based on the VGG19 feature comparison. As expected, the
results show that without the CoSD module (w/o CoSD) or
SVT module (w/o Trans), the results degrade significantly,
with the feature difference score increased to almost dou-
ble in some cases. In addition, in the supplementary mate-
rials, we show that our method’s performance slightly de-
grades without uthe use of the disparity information. From

Input Frames LS w/o CoSD w/o Trans ours

Figure 9. Ablation study. Performance comparison of our model
without using CoSD (w/o CoSD), without using the SVT (w/o
Trans), and with all modules (ours). Videos are selected from the
KITTI stereo 2015 [21] dataset.

Figure 10. Example of failure cases due to: (top) videos with many
salient objects and (bottom) wrong detection of salient objects.

Table 4 and Figure 9, we can conclude that removing the
CoSD model is more detrimental than removing the SVT
model. The performance of the other blocks will be af-
fected without accurately detecting the salient regions. In
the future, we will explore assigning more weights to the
attention generation in the Transformer block, when fusing
SVT and CoSD so that our approach would depend less on
saliency detection.

5. Conclusions
In this paper, we proposed a new unsupervised stereo

video retargeting method. Our model detects the salient
objects, and shifts and warps all the objects in a manner
that gives more attention to the salient parts of the stereo
frames. We use 1D convolution for shifting the salient ob-
jects and design a stereo video Transformer (SVT) to as-
sist the retargeting process. In addition, we reconstruct the
source frames from retargeted ones using the PAM mod-
ule, and a convolutional reconstruction block is used to train
the model in an unsupervised manner. Extensive quantita-
tive and qualitative experimental results on the KITTI stereo
2012 and 2015 datasets demonstrate the effectiveness of our
proposed stereo video retargeting framework in preserving
spatial, temporal, and disparity information.

However, our method fails in some extreme retargeting
cases (> 50% reduction in size). For example, when there
are significant salient objects or complex scenes, the shape
of some salient objects can be deformed. The first row of
Figure 10 shows an example of this case. The black car
shape is deformed due to the existence of other salient ob-
jects. The other case is related to the failure of the saliency
detection method. The two trees in this scene are mistak-
enly detected as salient objects. To overcome these limita-
tions, additional constraints might be required to preserve
the shapes for extreme retargeting cases, which warrants
further investigation. Another aspect of video retargeting
worth investigating is formulating a benchmark metric for
evaluating the performance of retargeted stereo videos.
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