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(a) FlexiCurve-trained with paired data (b) FlexiCurve-trained with unpaired data

Figure 1. Visual examples by FlexiCurve. The first row represents the low-quality images sampled from Adobe 5K dataset [3]. The
second row represents the corresponding results by the proposed FlexiCurve, where (a) represents the results retouched by FlexiCurve
trained with paired data and (b) represents the results retouched by FlexiCurve trained with unpaired data. FlexiCurve can deal with global
tone and local properties well and does not introduce over-/under-enhancement regions regardless of paired or unpaired training data.

Abstract

This paper presents a new method, called FlexiCurve,
for photo retouching. Unlike most existing methods that
perform image-to-image mapping, which requires expen-
sive pixel-wise reconstruction, FlexiCurve takes an input
image and estimates global curves to adjust the image. The
adjustment curves are specially designed for performing
piecewise mapping, taking nonlinear adjustment and dif-
ferentiability into account. To cope with challenging and
diverse properties in real-world photos, FlexiCurve is for-
mulated to produce diverse estimations. The spatial de-
pendencies among these estimations are implicitly modeled
by a Transformer structure to improve local retouching of
different regions. Thanks to the image-to-curve formula-
tion, FlexiCurve only needs a lightweight network. Our

method improves efficiency without compromising the re-
touching quality and losing details in the original image.
The method is also appealing as it is not limited to paired
training data, thus it can flexibly learn rich retouching styles
from unpaired data. Extensive experiments demonstrate the
efficiency, retouching performance, and flexibility of our
method quantitatively and qualitatively.

1. Introduction

Photo retouching that improves the appearance (e.g.,
color, tone, brightness, saturation) of an image enjoys re-
markable progress thanks to deep learning. Despite the im-
pressive performance of current methods, they suffer from
some limitations. 1) In general, large networks are re-
quired to cope with pixel-wise reconstruction, which in-
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evitably leads to a high memory footprint and long infer-
ence time due to massive parameter space. 2) Improv-
ing the efficiency using shallow networks will compromise
the ability to preserve or enhance local details. Shallow
networks may even generate artifacts and artificial colors
due to their limited capacity. 3) Many existing methods
[1,10,11,13,16,24,30,31,31,34,35,38] require paired train-
ing data, and thus they can only produce a fixed retouching
style. Relying on paired training data increases the risk of
overfitting specific data and limits the flexibility of these
models to meet diverse user requirements. Clearly, trading-
off efficiency, retouching performance, and flexibility is still
an open research problem in photo retouching.

To address the aforementioned problems, we draw inspi-
ration from existing photo editing tools. In these tools, users
usually remap the tonality of an image by adjusting a curve
that specifies a function from the input level to the output
level of a specific color channel. For instance, one can ad-
just the highlight of the image by moving a point in the top
portion of the curve or adjust the shadows by changing a
point in the bottom section of the curve. Moving a point up
and down lightens or darkens the tonal area while dragging
a point left to right changes the contrast. Curve adjustment
can be made more flexible by adding more control points
(or knot points) to adjust different tonal areas.

We found such curve adjustment properties appealing for
deep learning-based photo retouching [2, 11, 25]. Instead
of generating an entire image as an output, a curve esti-
mation network only needs to estimate a handful of curve
parameters. Retouching can be achieved by just curve map-
ping, which simplifies the retouching network and makes
the whole process more efficient than conventional pixel-
wise reconstruction. Curve adjustment can preserve details
and inherent relations of neighboring pixels well through
the direct mapping of input level to output level.

Despite the attractive properties of curve adjustment, de-
vising a deep curve estimation network for photo retouching
is non-trivial. A naı̈ve global curve is not desired since it
treats the whole image homogeneously. Nonetheless, esti-
mating a transformative coefficient for every single pixel is
too expensive. The challenge is to devise a network and the
corresponding output space to cater for piecewise curves,
so as to balance the flexibility of curves and efficiency. The
process is akin to placing control points in the right position
on a curve and moving them in the correct direction and
level. Another challenge is to cope with diverse properties
and illuminations in different regions of an image. Piece-
wise curve adjustment is still global, and thus the results
may experience over enhancement in the bright regions, un-
der enhancement in the dark regions, or producing artifacts.

In this work, we formulate a new method called Flexi-
Curve that enjoys the benefits of curve adjustment yet is ca-
pable of overcoming the aforementioned challenges. Flex-

iCurve takes an image as input to estimate the correspond-
ing adjustment curves. To allow flexibility in curve esti-
mation, we design the output space to encompass both the
knot points to constrain the adjustment range of each sub-
function of a piecewise curve and the associated curve pa-
rameters to control the curvature.

To cope with diverse and heterogeneous regions in im-
ages, we further allow the network to produce multiple ad-
justment curves for curve mapping. This gives us multiple
solutions. Modeling the spatial relationship of these solu-
tions allows us to handle both global and local properties.
The modeling of spatial dependencies is made possible by
using a simplified Transformer structure.

Thanks to the succinct design, the proposed FlexiCurve
only consists of 130K trainable parameters, which is or-
ders of magnitude smaller than popular network structures
such as U-Net [29] (31,042K trainable parameters) that is
used for image enhancement [4, 7]. Its inference speed is
about 0.024s on an NVIDIA 1080Ti GPU for an image of
512×512×3. Some representative results of our method are
shown in Figure 1, suggesting the capability of FlexiCurve
in returning visually pleasing results with and without using
paired data for training.

We summarize the contributions as follows. (1) We
present an approach that performs photo retouching by
piecewise curves estimation through a deep network. Un-
like existing methods that spend expensive computation for
pixel-wise reconstruction, the new notion of curve adjust-
ment enables parameter-efficient network structure, fast in-
ference, and good details preservation and enhancement.
(2) We explain how piecewise adjustment curves can be
designed as the network’s output. We show that a flexi-
ble curve can be realized through knot points and nonlinear
curve parameters, which collectively perform piecewise and
nonlinear adjustment while being differentiable in the pro-
cess of gradient back-propagation.

2. Related Work
Early works on photo retouching mainly perform color

adjustment, ranging from example-based methods [15, 28]
to retrieval-based methods [19]. These methods may suffer
from potential visual artifacts due to improper exemplars.

Learning-based methods are popular for photo retouch-
ing. They spread from Convolutional Neural Network
(CNN)-based, Generative Adversarial Network (GAN)-
based, to Reinforcement Learning (RL)-based methods. To
be specific, CNNs were employed to approximate image
processing operators [5], reconstruct latent images [16, 39],
estimate affine transforms [11, 32, 36], compute the nodes
of the spline [2], learn parametric filters [24], estimate the
neural curve [25], or estimate multi-layer perceptrons [13]
by supervised learning on paired training data.

Unpaired adversarial learning based on the GAN frame-
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Figure 2. Overview of the FlexiCurve framework. The input image is first fed to the parameter estimation network (PE-Net) for
estimating a set of knot points and curve parameters. The knot points and curve parameters define the piecewise nonlinear global curves
(PNG Curves), which are used to adjust the level of the RGB channels of an input image. Multiple curves are generated simultaneously to
provide us with multiple globally adjusted results (G1, G2, G3). The final result is achieved by blending such intermediate results via a
Transformer. (a) FlexiCurve trained with unpaired data, where global and local discriminators are used to distinguish whether the final
image or randomly cropped patches are ‘real’ or ‘fake’, respectively. To preserve the original image content, a content loss is employed.
(b) FlexiCurve trained with paired data, where the ℓ2 and SSIM losses are employed for supervised training.

work has been used for photo retouching. For example, a
two-way GAN (i.e., DPE) was proposed to enhance im-
ages by pixel-wise reconstruction [7]. Deng et al. [8] pro-
posed an EnhanceGAN for automatic image enhancement,
which requires binary labels on image aesthetic quality. Ni
et al. [26] proposed to learn an image-to-image mapping
from a set of images with desired characteristics in an unsu-
pervised manner for photo enhancement. In addition, Park
et al. [27] proposed a reinforcement learning-based color
enhancement method, Distort-and-Recover, to learn the op-
timal global enhancement sequence of retouching actions.

In comparison to existing deep learning-based photo re-
touching models, we propose to solve this problem differ-
ently using the following novel sequence of steps. 1) In-
stead of performing image-to-image mapping [5,7,8,13,16,
23, 26], we perform image-to-curves mapping then use the
piecewise curves for adjustment. The whole process can be
trained end-to-end as we design the curves to be differen-
tiable in the process of gradient back-propagation. The for-
mulation allows FlexiCurve to enjoy good retouching per-
formance, a lightweight network structure, and fast infer-
ence speed. It not only improves the robustness in coping
with diverse properties in local regions of images but also
offers the flexibility for a user to explore different retouch-
ing options. 2) Different from parameter estimation-based
methods [2,11,24,25], our method estimates optimal piece-
wise curve parameters, in which we nonlinearly adjust the
curvature of each sub-function of a curve, thus improving
the flexibility of curve mapping. Moreover, our method is
not limited to paired training data, thus it can flexibly learn
different retouching styles.

3. Methodology

We present the overview of our FlexiCurve framework
with unpaired training data in Figure 2(a). The framework
can be easily extended to supervised learning if paired data
are available. The FlexiCurve framework with paired train-
ing data is presented in Figure 2(b). As illustrated, the pro-
posed framework is specially designed to allow flexibility
in curve estimation. This is achieved through a Parameter
Estimation Network (PE-Net) that estimates a set of optimal
knot points and curve parameters. The framework then sep-
arately maps the pixels in RGB channels of a given image
by the Piecewise NOnlinear Global curves (PNG Curves)
defined by knot points and curve parameters.

To deal with diverse image content properties and illu-
mination of different regions in the input image, the frame-
work produces a set of piecewise nonlinear global curves,
each of which retouches regions in the image differently.
Given multiple sets of global adjustment curves, our ap-
proach generates multiple globally adjusted results (each
result consists of three adjusted RGB channels). The final
result can be achieved by fusing these globally adjusted re-
sults spatially via a Transformer network that models their
spatial dependencies.

3.1. Piecewise Nonlinear Global Curve

Drawing inspiration from previous works [12,20,21,25],
we design a PNG Curve that allows 1) adjustment of in-
put pixels in a piecewise manner, which constrains the ad-
justment range of each sub-function of a piecewise curve
by some knot points, 2) nonlinear mapping in each piece,
which controls the curvature by estimating associated curve
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Figure 3. An illustration of PNG Curve global adjustment. The black line represents a PNG Curve, wherein the red points represent the
estimated knot points and the curve between two knot points is a piecewise curve. The horizontal axis and the vertical axis represent the
input and output pixel values, respectively.

parameters, 3) end-to-end training as the curve is differen-
tiable. The formulation of the PNG Curve can be expressed
as:

V = k0 +

M−1∑
m=0

(km+1 − km)S(I;m,αm), (1)

S(I;m,αm) = Fn
c (Fδ(IM −m);αm), (2)

where I ∈ Rh×w in the range of [0,1] and V ∈ Rh×w

are the input channel and globally adjusted channel, respec-
tively. The height and width of I and V are represented by
h and w, respectively. The variable km denotes the value
of mth knot point and km+1 − km constrains the adjust-
ment ranges in the corresponding piece. The total number
of pieces is represented by M , thus leading to M + 1 knot
points. The curvature of nonlinear curve in each piece is
controlled by α ∈[-1,1] and αm is the nonlinear curve pa-
rameter of the mth piece. Both k and α are learned by the
PE-Net. For the estimation of k, we first equally divide
the horizontal axis and then estimate the value of each knot
point, as shown in Figure 3.

The mth piecewise curve is represented by (km+1 −
km)S(I;m,αm) that can be derived as in Eq. (2), where Fn

c

controls the nonlinearity in each piece, which can obtain a
larger curvature by iteratively applying the basic curve Fc

for n times. The basic curve Fc can be expressed as:

Fc(x;α) = x+ αx(1− x), (3)

where x is the input of Fc. Thus, Fn
c can be expressed as:

Fn
c = Fn−1

c + αFn−1
c (1− Fn−1

c ), (4)

where n is the number of iterations, which can further in-
crease or decrease the curvature. More flexible curvature is
important for challenging cases, such as extremely dark or
over-exposed regions. We set the number of iterations n to
4 for the trade-off between performance and efficiency. We
will investigate the effect of iteration numbers in the sensi-
tivity analysis. The function Fδ in Eq. (2) makes the PNG

Curve successive and differentiable. It can be expressed as:

Fδ(y) =


0 y < 0

y 0 ≤ y ≤ 1

1 y > 1

, (5)

where y denotes the input of the function Fδ .
We separately apply one PNG Curve to each of the

three RGB channels of a given image and yield one glob-
ally adjusted result. We further allow the network to pro-
duce multiple adjustment curves for curve mapping. This
gives us multiple complementary solutions and each per-
forms differently. Curve mapping via multiple sets of PNG
Curves produces multiple globally adjusted results, denoted
as G1, G2, G3 ∈ Rh×w×c in Figure 2. The number of chan-
nels c is set to 3 for RGB color image.

We typically have a small set of knot points and curve
parameters for each PNG Curve, the estimation of which
only requires a lightweight network. The effects of using
the different number of knot points and curve parameters
will be investigated in the sensitivity analysis. In Figure 3,
we show an example of adjusting the blue channel of an
image using a PNG Curve. As shown in Figure 3, the PNG
Curve adjusts the input pixel values in a piecewise manner.
It nonlinearly increases or decreases the dynamic range of
input pixels in each piece. Improved brightness and contrast
are observed after such global adjustment.

3.2. Parameter Estimation Network

The knot points and curve parameters are closely related
for obtaining the final result. Consequently, we estimate
them in a multi-task framework. We use a common back-
bone to extract shared features and fork different branches
for the estimation of the aforementioned knot points and
curve parameters. We design the PE-Net to be lightweight.
One can replace the proposed PE-Net with a more powerful
and complex network at the cost of higher computations.
As a baseline model, we only adopt a plain and parameter-
efficient network structure.
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Figure 4. The network structure of the proposed parameter
estimation network (PE-Net).

As shown in Figure 4, PE-Net only consists of 12 convo-
lutional layers and each layer consists of 32 convolutional
kernels of size 3×3 and stride 1. Except for the last layer
in each branch that outputs knot points and curve parame-
ters, respectively, all convolutional layers are followed by
the ReLU activation function. Instead of the commonly
used fully connected layers for parameter estimation in neu-
ral networks [22, 25], the knot points and curve parameters
are obtained by global average pooling after the last con-
volutional layer, which reduces the computational resource
costs and relaxes the sizes of the input image. We constrain
the curve parameter α of each piece in the range of [-1,1] by
using the Tanh activation function. In both the knot point es-
timation branch and the curve parameter estimation branch,
we employ the 2× max-pooling operations to enlarge the
receptive field and reduce the computational burden.

We adopt eight knot points and seven sets of curve pa-
rameters for each PNG Curve. There is a PNG Curve for
each of the three RGB channels. We assume N globally
adjusted results. Thus, the two branches of PE-Net produce
N×3×8 knot points and N×3×7 sets of curve parameters.

3.3. Transformer

Curve adjustment performs global adjustment and thus
falls short in considering different characteristics of local re-
gions. To avoid over-/under-enhancement in local regions,
we formulate our method to produce multiple globally ad-
justed results, called global solutions for brevity in this part.
The different characteristics in different regions of multiple
global solutions are modeled via a simplified Transformer
structure [9] to achieve better global and local retouching.

Specifically, as shown in Figure 5, the input ∈ Rh×w×3

and three global solutions (G1, G2, G3 ∈ Rh×w×3) are fed
to four parallel convolutional layers followed by the ReLU
activation function for transforming them into feature space.
After that, we obtain Q ∈ Rh×w×l (Query), K1 ∈ Rh×w×d

(Key 1), K2 ∈ Rh×w×d (Key 2), and K3 ∈ Rh×w×d (Key
3) of the Transformer, respectively. The height and width of
the features are represented by h and w, respectively. The
number of feature channels l and d is set to 96 and 32, re-
spectively. We also treat G1, G2, and G3 as Value 1, Value

Figure 5. The network structure of the proposed Transformer.
The global solutions G1, G2, and G3 are treated as Value 1, Value
2, and Value 3, respectively. We separately transform the input and
three global solutions into feature space and then obtain Query,
Key 1, Key 2, and Key 3. The final result can be achieved by mod-
eling the spatial dependencies among input and global solutions.

2, and Value 3 of the Transformer, respectively. To model
their spatial dependencies, we separately employ a single-
head attention module:

G̃i = softmax(QK⊤
i )Gi, (6)

where G̃ ∈ Rh×w×3 represents the locally highlighted G.
The variable i is 1, 2, or 3. The term softmax(QK⊤) repre-
sents an attention map (denoted as Att ∈ Rh×w×3 in Figure
5). The final result R ∈ Rh×w×3 can be achieved by

R =

n∑
i=1

G̃i, (7)

where n is set to 3 by default in our method.

3.4. Loss Functions

Training with Unpaired Data. We adopt adversarial train-
ing to train our model with unpaired data. We have two
discriminators i) a vanilla global discriminator Dg that de-
termines whether the image is from the target manifold, i.e.,
a reference image collection and ii) a local discriminator
Dl that learns to distinguish between random local patches
from the generator’s output and arbitrarily sampled images
from the target manifold. We iteratively update our network
and discriminators in the training phase. The total loss of
generator (i.e., our forward network) can be expressed as:

Ltotal
unpair = WgLGg

+WlLGl
+ Lc, (8)

where Wg and Wl are the weights of the global adversarial
loss LGg

and local adversarial loss LGl
, respectively. The

content loss (perceptual loss [17]) is represented as Lc.
Training with Paired Data. When paired data is available
for training, we use ℓ2 loss and SSIM loss [33] to train our
model. The total loss can be expressed as:

Ltotal
pair = ℓ2 +WssimLssim, (9)
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Table 1. Sensitivity analysis that refers to the network hyper-
parameters (PE-Net), curve parameters (PNG Curve), num-
ber of global solutions (GS). The final FlexiCurve is equipped
with 32 output feature maps in each convolutional layer denoted
as f32, 12 convolutional layers denoted as l12, 7 knot points in
each PNG Curve denoted as k7, 4 iterations of the nonlinear ad-
justment curve in each piece denoted as i4, 3 global solutions de-
noted as N3, i.e., FlexiCurve-f32-l12-k7-i4-N3.

Components Baselines PSNR↑ SSIM↑
FlexiCurve-pair 25.34 0.93

(f32-l12-k7-i4-N3)

PE-Net

f8-l12 23.33 0.88
f16-l12 23.92 0.88
f64-l12 25.51 0.93
f32-l24 25.68 0.93

PNG Curve

k7-i1 24.02 0.89
k7-i6 24.91 0.92
k10-i4 25.55 0.93
k16-i4 24.65 0.91
k32-i4 24.25 0.91

GS

N1 (global) 23.37 0.88
N2 25.15 0.92
N4 25.21 0.92
N5 25.10 0.92

where ℓ2 and Lssim are ℓ2 and SSIM losses, respectively,
the weight of SSIM loss is represented as Wssim.

4. Experiments

4.1. Experimental Settings

Training and Testing Sets. We conduct experiments on
two commonly used benchmark datasets for photo retouch-
ing. All images used in our study are 8bit sRGB images.

First, we use the same train and test sets as Chen et
al. [7]. We use the MIT-Adobe 5K dataset [3] that contains
5,000 images and the corresponding reference images re-
touched by five experts. Following Chen et al. [7], we split
the dataset into three partitions: 2,250 images and their re-
touched versions are used for paired training, the retouched
versions of another 2,250 images are treated as the refer-
ence results for unpaired training, and the rest 500 images
are used for testing. We denote the 500 pairs of testing data
as MIT-Adobe5k-DPE in this paper. We randomly select
500 images from the paired training set as the validation
set. The results retouched by expert C are treated as refer-
ence images. All images in the MIT-Adobe 5K dataset are
decoded into the png format and resized to have a long-edge
of 512 pixels using Lightroom as the processing in Chen et
al. [7]. Our method can process any size of images.

Second, we follow Park et al. [27] and Zhao et al. [39]’s
processing to output the data from the MIT-Adobe 5K
dataset [3]. We use the same training and testing data as
Zhao et al. [39], in which the first 4,500 images are used for
training while the last 500 images are used for testing. The

(a) input (b) global solution

(c) final result (d) ground truth
Figure 6. A visual comparison between global solution and our
final result.

testing dataset is denoted as MIT-Adobe5k-ICCV21.
Implementation Details. We implement our framework
with PyTorch on an NVIDIA Tesla V100 GPU. We set
the batch size to 4 and randomly crop the images into a
size of 256×256 during training. We use ADAM [18] op-
timizer with default parameters for optimizing our frame-
works. The global and local discriminators adopt the same
network structure as the discriminator used in CartoonGAN
[6] based on its stability and efficiency. We use the fixed
learning rate 5e−5 for our generator and discriminators op-
timization. Both weights Wg and Wl are set to 6 to balance
the scale of losses. For FlexiCurve with paired data (de-
noted as FlexiCurve-pair), we set the initial learning rate
to 1e−4 and then decreased it to 1e−5 after 100 epochs until
convergence. We set the weight Wssim to 1.
Baselines. We compare the proposed method with related
works/tool, including PhotoShop Auto, FCN [5], Cycle-
GAN [40], DPE [7], White-Box [14], Zero-DCE [12], CSR-
Net [13], DeepLPF [24], and Zhao et al. [39]. We retrain the
compared methods (excluding the reinforcement learning-
based White-Box [14]) if their training data are different
from ours. We found the splits of training and testing data
used in DeepLPF [24]1 are different from the original splits
of MIT-Adobe5k-DPE dataset used in DPE [7] while the
original splits are commonly used for training and testing
in previous works. We also retrain our method using the
same splits as DeepLPF [24]. Our retrained model is de-
noted as FlexiCurve-pair∗. For the method of PhotoShop
Auto, we select Adjustment → Curves → Options → En-
hance Brightness and Contrast in Photoshop software.

4.2. Sensitivity Analysis

We use the FlexiCurve-pair framework to conduct sen-
sitivity analysis based on its stable training. Quantitative
comparisons are carried out on the validation set. We first

1https://github.com/sjmoran/DeepLPF/tree/master/adobe5k dpe
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(a) input/Expert C (b) PhotoShop Auto (c) CycleGAN [40] (d) White-Box [14] (e) Zero-DCE [12] (f) FlexiCurve-unpair
Figure 7. Visual comparisons of the unsupervised models on MIT-Adobe5K-DPE dataset.

quantify the effects of network hyperparameters, curve pa-
rameters, and number of global solutions in Table 1.
Effect of Network Hyperparameters. We first study the
effects of network hyperparameter settings in our PE-Net,
consisting of the network’s depth and width. In the base-
lines of PE-Net, f represents the number of output feature
maps in each convolutional layer (except for the last layer in
each branch) and l represents the number of convolutional
layers, where the feature extractor and two branches have
the same numbers of convolutional layers (i.e., l/3).

As presented in Table 1, increasing more feature maps
f from 8 to 32 (our final choice) improves the quantitative
performance while increasing from 32 to 64 only slightly
improves the performance at the cost of more computational
resources. When increasing the number of convolutional
layers l from 12 to 24, we did not find obvious gains. Thus,
we adopt f32 and l12 for PE-Net.
Effect of Curve Parameters. We investigate the effects
of curve parameter settings in the PNG Curve, including
the number of knot points (also related to the number of
pieces) and iterations employed in the nonlinear adjustment
curve in each piece. In the baselines of the PNG Curve, k
represents the number of knot points in each PNG Curve
and i represents the number of iterations of the nonlinear
adjustment curve in each piece.

Observing Table 1, increasing the number of iterations
from 1 to 4 significantly improves the values of PSNR and
SSIM, suggesting the importance of flexible adjustment of
curvature. However, further increasing the number of iter-
ations from 4 to 6 cannot achieve obvious improvements
because 4 iterations can handle the most challenging cases.
Increasing the number of knot points, on the contrary, de-
creases the quantitative performance. The potential reason
is that estimating more knot points increases the pressure of
PE-Net under the limited network hyperparameters. Con-
sidering the minor differences between these ablated mod-
els, we adopt the settings of k7 and i4 for PNG Curve to bal-
ance computational resources and retouching performance.
Effect of the Number of Global Solutions. To demon-
strate the effect of the number of global solutions, we pro-
vide the results of removing the Transformer, i.e., only us-
ing the global piecewise curve to retouch input image, de-

(a) input (b) -Adobe5K (c) -HDR
Figure 8. Results of our unpaired models trained on (b) MIT-
Adobe5K dataset (-Adobe5K) and (c) HDR dataset (-HDR).

noted as N1. As shown in Table 1, single global retouch-
ing shows lower values of PSNR and SSIM when compared
with the outputs produced by a Transformer.

Although the global solution can improve the brightness
and color of the input image, it is still a global adjustment,
which leads to the loss of local details in the result shown
in Figure 6(b). In contrast, the final result of FlexiCurve
that fuses multiple global solutions has clear details, high
contrast, and vivid color as shown in Figure 6(c). The vi-
sual and quantitative results validate our motivations of fus-
ing multiple global solutions instead of only using a single
global piecewise curve. However, we found that increas-
ing the number of global solutions from 3 to 5 slightly de-
creases the quantitative performance. This is because pro-
ducing more global solutions in our framework requires
more piecewise curves and more complex structures, which
is beyond the current network capacity.

4.3. Perceptual Comparisons

The visual comparisons on typical low-quality images
sampled from on MIT-Adobe5K-DPE dataset are shown in
Figure 7. As shown, our FlexiCurve-unpair effectively im-
proves the visual quality of the input images. The results of
our method have improved brightness, vivid color, and good
visibility. In comparison to other unsupervised methods that
introduce color deviations, over-exposure, and artifacts, our
method produces more visually pleasing results.

To verify the flexibility of our method, we collect an-
other unpaired training dataset to train the FlexiCurve with
unpaired data. The new unpaired training dataset includes
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(a) input/Expert C (b) FCN [5]

(c) DPE [7] (d) CSRNet [13]

(e) Zhao et al. [39] (f) FlexiCurve-pair
Figure 9. Visual comparisons of the supervised models trained
on the same splits on the MIT-Adobe5K-DPE dataset.

one low-quality image dataset sampled from the low-quality
image of the MIT-Adobe5K [3] dataset and one High Dy-
namic Range (HDR) dataset collected from Flickr. A set
of visual results are shown in Figure 8. Compared with
the results retouched by the FlexiCurve-unpair trained on
the MIT-Adobe5K dataset (unpaired input/Expert C data),
the results of the FlexiCurve-unpair trained on the new un-
paired dataset (unpaired input/HDR data) enjoy higher con-
trast and more vivid color that are in line with the char-
acteristics of HDR data. We provide a video demo of
our FlexiCurve-unpair trained on this new dataset for re-
touching a video. The video can be found on YouTube at
https://www.youtube.com/watch?v=BFWP0KSA7JI.

We further show the results of different supervised mod-
els in Figure 9, where all compared methods are trained
on the same training dataset. FCN [5] and CSRNet [13]
change the color of the foreground. Zhao et al. [39] can-
not recover the brightness and color. Our FlexiCurve-pair
achieves good contrast and clear details without color devi-
ations and over-enhancement.

4.4. Quantitative Comparisons

We carry out quantitative comparisons using PSNR,
SSIM [33], and LPIPS [37] and also report the trainable
parameters of different deep models. In Tables 2 and 3, our
FlexiCurve-pair achieves the best average values of PSNR,
SSIM, and LPIPS across different testing datasets, which
indicates the good content, structure, and perceptual simi-
larity between our results and the ground truth images. The
performance of our FlexiCurve-pair is superior to the pixel-

Table 2. Quantitative comparisons in terms of PSNR (in dB),
SSIM, and LPIPS on MIT-Adobe5k-DPE dataset, and the
trainable parameters (#P, in K). ‘-’ indicate the result is not
available. The top rows present the results of the models trained
using unpaired data or without training data. The middle rows
show the results of the models trained using paired data and the
same splits of training and testing data as DPE [7]. The bottom
rows show the results of the models trained using the same splits
as DeepLPF [24]. FlexiCurve-pair∗ indicates the retrained model
of our method on the same splits as DeepLPF [24].

Method PSNR↑ SSIM↑ LPIPS↓ #P↓
input 17.82 0.78 0.15 -

PhotoShop Auto 20.16 0.80 0.13 -
CycleGAN [40] 20.73 0.78 0.27 11,380
White-Box [14] 19.21 0.82 0.14 8,560
Zero-DCE [12] 12.44 0.68 0.24 79

FlexiCurve-unpair 21.98 0.87 0.09 130
FCN [5] 23.10 0.88 0.08 750
DPE [7] 23.80 0.90 0.07 3,350

CSRNet [13] 21.73 0.88 0.08 36
Zhao et al. [39] 23.34 0.89 0.07 11,560
FlexiCurve-pair 24.03 0.91 0.06 130
DeepLPF [24] 23.93 0.90 0.06 1,800

FlexiCurve-pair∗ 24.37 0.92 0.06 130

Table 3. Quantitative comparisons in terms of PSNR (in dB),
SSIM, and LPIPS on MIT-Adobe5k-ICCV21 dataset.

Method PSNR↑ SSIM↑ LPIPS↓
input 17.70 0.79 0.15

FCN [5] 23.61 0.88 0.07
CSRNet [13] 24.36 0.90 0.06
DeepLPF [24] 23.63 0.88 0.07
Zhao et al. [39] 24.27 0.90 0.06
FlexiCurve-pair 24.74 0.92 0.06

wise reconstruction-based method DPE [7], DeepLPF [24],
and Zhao et al. [39] that come with a large network. Apart
from the supervised model, our FlexiCurve-unpair also ob-
tains good quantitative performance as presented in Table 2.
Although CSRNet [13] has the smallest network trainable
parameters, its quantitative performance is inferior to some
compared methods. Our method achieves the third smallest
network trainable parameters, having only 130K.

5. Conclusion

We proposed a curve estimation method for photo re-
touching. Photos are retouched via specially designed
piecewise curves coupled with spatial dependencies. The
estimation of curve parameters is achieved within a multi-
task network. The spatial dependencies among multiple es-
timations are modeled by a Transformer. Experiments show
the effectiveness and efficiency of our method.
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