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Abstract

Accurate depth maps are essential in various applica-
tions, such as autonomous driving, scene reconstruction,
point-cloud creation, etc. However, monocular-depth esti-
mation (MDE) algorithms often fail to provide enough tex-
ture & sharpness, and also are inconsistent for homoge-
neous scenes. These algorithms mostly use CNN or vision
transformer-based architectures requiring large datasets
for supervised training. But, MDE algorithms trained on
available depth datasets do not generalize well and hence
fail to perform accurately in diverse real-world scenes.
Moreover, the ground-truth depth maps are either lower
resolution or sparse leading to relatively inconsistent depth
maps. In general, acquiring a high-resolution ground truth
dataset with pixel-level precision for accurate depth predic-
tion is an expensive, and time-consuming challenge.

In this paper, we generate a high-resolution synthetic
depth dataset (HRSD) of dimension 1920 x 1080 from
Grand Theft Auto (GTA-V), which contains 100,000 color
images and corresponding dense ground truth depth maps.
The generated datasets are diverse and have scenes from in-
doors to outdoors, from homogeneous surfaces to textures.
For experiments and analysis, we train the DPT algorithm,
a state-of-the-art transformer-based MDE algorithm on the
proposed synthetic dataset, which significantly increases
the accuracy of depth maps on different scenes by 9%. Since
the synthetic datasets are of higher resolution, we propose
adding a feature extraction module in the transformer’s en-
coder and incorporating an attention-based loss, further
improving the accuracy by 15 %.

1. Introduction

Artificial intelligence’s success in several computer vi-
sion applications has recently led to the low cost, small size,
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Figure 1. Improvement over state-of-the-art DPT [39]. Ours DPT-
B and DPT-B+R+Al are two variants of DPT [39] trained on the
proposed HRSD datasts. The green rectangle represents area of
the image where DPT fails to give precise and consistent depth
compared to our algorithm.

and wide applications of monocular cameras. Monocular
depth estimation (MDE) algorithms are mainly based on
neural networks and have shown great abilities in estimat-
ing depth from a single image [4, 18,21,30,35,52]. These
algorithms require leveraging high-level scene priors [42],
so training a deep neural network with supervised data be-
comes the defacto solution.

MDE algorithms using convolutional neural networks
(CNN) deployed in an encoder-decoder structure learn a
depth map with a similar spatial resolution to an RGB im-
age. The encoder learns the feature representations from the
input and provides a low-level output to the decoder. Using
these features, the decoder first aggregates them and learns
the final predictions. While CNN’s have been the preferred
architecture in computer vision, transformers have also re-
cently gained traction motivated by their success in natu-
ral language processing [49]. Transformer-based encoder
structures have significantly contributed to many vision-
related problems, such as image segmentation [54], optical
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(a) KITTI RGB-D Dataset [22]

(b) NYU V2 Dataset [44]
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Figure 2. Example frames from publicly available datasets used for MDE. We zoom-in the problematic areas in the depth map.

flow estimation [28], and image restoration [32]. In con-
trast with CNN’s that progressively down-sample the input
image and lose feature resolution across the layers, vision
transformer (ViT) [1 7] processes feature maps at a constant
resolution with a global receptive field at every stage. Fea-
ture resolution and granularity are important for dense depth
estimation, and an ideal architecture should resolve features
at or close to the resolution of the input RGB image.

Generally, an MDE algorithm based on CNN or trans-
former requires large RGB-D datasets consisting of diverse
scenes with precise ground truth depth maps. However, the
publicly available depth datasets mostly consist of ground-
truth depth maps, either lower resolution (e.g., NYU V2)
[44] or sparse (e.g., KITTI RGB-D) [22], or have been es-
timated from multiview depth estimation algorithms Mi-
DaS [40]. Figure 2 highlights some ground-truth depth
maps from these publicly available datasets. This is one
of the reasons why the existing MDE algorithms lack fine-
grained details, as shown in Figure 1, and fail to perform
accurately in diverse scenes. In this paper, we generate a
high-resolution synthetic dataset using a commercial video
game, Grand Theft Auto (GTA-V) [1]. The dataset contains
around 100,000 pairs of color images with precise dense
depth maps of resolution 1920 x 1080, and we refer to
this dataset as a High-Resolution Synthetic Depth (HRSD)
dataset for monocular depth estimation. To show the ef-
fectiveness of the proposed HRSD datasets, we re-train the
state-of-the-art transformer-based MDE algorithm: DPT
[39] with different experiments explained in section 4.1.
More specifically, we fine-tune DPT on the proposed HRSD
datasets for dense depth prediction on high-resolution im-
ages, demonstrate the performance on other public datasets,
and compare them with the SOTA algorithms. Further, to
exploit the HRSD dataset, we propose adding a feature-
extraction module with an attention-loss that further helps
improve the results.

In summary, we introduce the following concepts:

* We have generated a high-resolution synthetic dataset
(HRSD) from the game GTA-V [l] with precise

ground truth depth values. The HRSD dataset consists
of diversified images enabling MDE networks to train
on varied scenes, leading to a good generalization of
real-world data.

* We propose to add a feature extraction module that
processes the color image and converts them into fea-
ture maps to use them as patches for both the ViT [17]
and DPT algorithms [39]. In addition, we optimize the
training procedure by using an attention-based loss in-
stead of shift-invariant loss [23,39], improving perfor-
mance in terms of efficiency and accuracy, resulting
in smooth, consistent depth maps for high-resolution
images.

We conduct experiments on standard public datasets
with different input image sizes, such as NYU V2 [44]
(640 x 480), KITTT [22] (1216 x 352), and our HRSD
(1920 x 1080). We compare the performance with DPT
[39], the state-of-the-art MDE algorithm, and Multi-res,
37] a depth estimation network built specifically for high-
resolution images. We observe that the depth maps pro-
duced after training on the HRSD dataset outperformed ex-
isting algorithms on different public datasets.

2. Related Work

RGB-D Dataset Various datasets have been proposed
that are suitable for monocular depth estimation, i.e., they
consist of RGB images with corresponding depth an-
notation of some form. These datasets differ in cap-
tured environments and objects, type of depth annota-
tion (sparse/dense, absolute/relative depth), accuracy (laser,
stereo, synthetic data), image resolution, camera settings,
and dataset size. Earlier RGB-D datasets have relied on
either Kinect [15, 27, 44, 45] or LIDAR [6, 22] or stereo
vision [43] for depth annotation. Existing Kinect-based
datasets are limited to indoor scenes; existing LIDAR-based
datasets are biased towards scenes of man-made structures
and have a low spatial resolution. Every dataset comes with
its characteristics and has its own biases and problems [46].
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Ranftl et al. [40] introduced a vast data source from 3D
films capturing high-quality frames from movies to get a di-
versity of dynamic environments for depth estimation. They
captured 80,000 frames at 1920 x 1080 resolution while
using stereo matching to extract relative depth. However,
stereo matching has its downside, as the depth maps are not
precise and fail to perform on homogeneous scenes [53].
DIODE [48], another high-resolution dataset generated us-
ing a laser sensor for dense depth annotation. It contained
25,000 indoor & outdoor RGB images at a 768 x 1024,
but it also led to inconsistent depth maps with artifacts in
background objects and textured scenes, as shown in Fig-
ure 2. Synthetic dataset generation from computer games
[20,25,41] has been used extensively for training computer
vision algorithms like semantic segmentation [9,38], object
detection [29], and depth estimation [23,50]. Mohammad et
al. [23] have also used the GTA-V game to generate a syn-
thetic RGB-D dataset but with relative depth at the focus.
The resolution of the dataset used for training is 256 x 256
which is much smaller than the publicly available datasets.
Furthermore, they need a preprocessing phase, such as his-
togram equalization, to use the datasets before feeding them
to the training. For training, they use a Resnet architecture
and process the RGB image and GT depth with resolution
256 x 256.

Depth from Single Image Convolutional networks
within an encoder-decoder paradigm [4] is the standard pro-
totype architecture for dense depth prediction from a sin-
gle image. The building blocks of such a network consist
of convolutional and sub-sampling as their core elements.
However, CNN as an encoder suffers from a local recep-
tive field problem [2], leading to less global representation
learning at higher resolutions. Several algorithms adapt dif-
ferent techniques to learn features at different resolutions to
address this issue like dilated convolutions [14, 34] or par-
allel multi-scale feature aggression [26,31].

Recently, transformer architectures such as vision trans-
former (ViT) [17] or data-efficient image transformers
(DeiT) [47] have outperformed CNN architectures in im-
age recognition [ 17,47], object detection [ 10], and semantic
segmentation [54]. Inspired by the success of transformers
in various topics, René et al. [39] use a vision transformer
for dense depth prediction and have outperformed all the ex-
isting MDE algorithms. Nonetheless, all transformer archi-
tectures are data-hungry networks [8, | 7] and thus require a
huge dataset.

3. Proposed Method

In this section, we introduce our high-resolution syn-
thetic dataset (HRSD) and then discuss the proposed ar-
chitecture changes to ViT [17] and DPT [39] algorithms to
provide consistent and accurate dense depth maps on high-

resolution images.

3.1. RGB-D Dataset

Acquiring an accurate ground truth depth dataset for
high-resolution images is challenging and expensive. Most
RGB-D datasets have low image quality and sparse or rel-
atively inaccurate depth maps. Inspired by the success
of synthetic data in different computer vision applications
[9,23,29,38,50], we propose to generate a synthetic high-
resolution RGB-D dataset for monocular depth estimation.
The advantage of having a synthetic RGB-D dataset is to
have precise ground truth depth maps for diverse color im-
ages. Also, one can control the lighting environments, ob-
jects, and background and the datasets can be as large de-
pending on the applications.

We use the Game Grand-Theft-Auto-V (GTA-V) [1] to
generate a high-resolution synthetic RGB-D dataset. On a
high level, we use the GTA-V game’s in-build model and
mechanics to calculate the ground truth (GT) depth and
store them along with the high-resolution RGB image. Note
that a similar idea of GTA-V-based synthetic data genera-
tion is designed for semantic segmentation [9,41] and depth
estimation [23,38,50]. Grand Theft Auto (GTA) [1], one of
the prominent interactive games, consists of many diversi-
fied environments, including people, vehicles, recreational
areas, and architecture. The precision of graphics and 3D
rendered models in this game is exceptional, making it a fa-
vorable alternative to acquiring demanding large-scale real-
world datasets such as RGB-D.

Real-time rendering To explain the data collection pro-
cess, we must first review deferred shading, an important
aspect of modern video games real-time rendering pipeline.
Deferred shading utilizes geometric resources to produce
depth and normal image buffers by communicating to the
GPU [3]. The intermediate outputs of the rendering pipeline
are collected in buffers called G-buffers, which are then illu-
minated rather than the original scene. Rendering is acceler-
ated significantly due to decoupled geometry processing, re-
flectance properties, and illumination. To utilize the render-
ing pipeline, we identify how the game communicates with
the graphics hardware to extract the different types of re-
sources, i.e., texture maps and 3D meshes. These resources
are combined for the final scene composition. APIs such as
OpenGL, Direct3D, or DirectX, provided via dynamically
loaded libraries, are used for inter-communication. Video
Games load these libraries into their application memory
and use a wrapper to the specific library to initiate the com-
munication and record all commands.

G2D and Scripthook V Using a DirectX driver, we
communicate with GTA-V and redirect all rendering com-
mands to the driver for extracting depth maps. To obtain
the necessary image datasets under varying conditions from
GTA-V, we use an image simulator software G2D: from
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Figure 3. Examples from HRSD dataset consisting of indoor & outdoor scenes with diversified objects and environments.

GTA to Data [16]. G2D allows to manipulate the environ-
ment on the fly, by injecting a customized mod in the game
that controls global lighting and weather conditions by tim-
ing sunrises and sunsets. Using an accelerated time frame,
we can create multiple high-resolution images from a single
scene during sunrise, midday, sunset, and midnight. At the
same time, automatic screen capture is enforced to record
each frame displayed within the game, and the depth infor-
mation is extracted. This enables us to accumulate a mas-
sive dataset as shown in Figure 3, comprising diverse en-
vironmental conditions (time of day, weather, season, etc.)
and resulting in training computer vision algorithms that are
robust and reliable in the real world.

Using the above strategy, we can generate as many im-
ages, and in this paper, we synthetically generate 100, 000
images with resolution 1920 x 1080 along with depth maps.
The minimum and maximum depths are set to 0.1 m and 10
m, respectively, for indoor scenes, and the max depth for
outdoor scenes is 50 m. We choose a small depth range
to enable efficient training of our modified transformer net-
work using L, loss instead of the scale-invariant loss [19]
used in most MDE networks [7,23, 39, 40]. We then use
this dataset to train ViT [17] & the DPT [39] algorithm for
dense depth-map prediction.

3.2. Architecture

The state-of-the-art DPT [39] algorithm uses ViT [17] as
a backbone encoder and then adds a decoder to get a depth
map of the same resolution as a color image. Here, we dis-
cuss our modification to the DPT [39] architecture. More
specifically, we add a feature extractor module (pretrained
Resnet [24]) in the DPT [39] architecture and a loss function
consisting of attention supervision and L, loss to efficiently
train the algorithm. The important blocks of the architec-
ture are described below, and an overview of the network is
depicted in Figure 4.

Feature Extractor Module Previous works [13, 17, 54]
split the input RGB Image I € RH¥*W >3 into equal size
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Figure 4. Overview of our proposed changes to DPT [39] archi-
tecture. We introduce a feature extraction module.
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2D patches and used linear projection to convert them into
tokens for ViT. These tokens have a one-to-one correspon-
dence with image patches and thus grow as the size of the
input image increases. For high-resolution images, this cre-
ates a bottleneck for the ViT, given as the number of to-
kens increases, ViT’s computation performance increases
leading to higher inference time. As shown in Figure 4,
we replaced the color-image patches in ViT [17] (or DPT’s
encoder) with a feature extraction module similar to DPT-
Hybrid [39]. In this paper, we use pretrained ResNet [24]
for our feature extraction module and a detailed analysis is
given in Table 4.

The input sequence to the ViT now comes from a ResNet
backbone [24]. This feature module (ResNet-50 [24]) con-
verts the input image into patches of feature maps. We use
the final layer feature map, which gives a pre-defined di-
mensional representation of any image size. To match the
input dimension of the transformer with the output of the
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final ResNet-50 layer, we flatten the spatial dimension of
these feature maps and project them to the transformer’s
dimension. So the vectorized patches from the output of
Resnet are projected into a latent embedded sequence, the
input to the first transformer layer, as shown in Figure 4.
The input tokens are then processed by L transformer lay-
ers consisting of multi-headed self-attention (MHSA) and
multi-layer perceptron (MLP) blocks.

Vision Transformer Encoder The spatial resolution of
the initial embedding is maintained throughout the ViT en-
coder enabling a global receptive field at every transformer
layer. This, along with MHSA being an inherently global
operation, helps to achieve higher performance on high-
resolution images. We have experimented with different
values of L, with 12 transformer layers providing consis-
tent dense depth maps similar to DPT-Base [39]. At each
layer L, the input of MHSA is a triplet of @ (query), K
(key), and V' (Value) computed as follows. [17,49]

Q=21 xWqo,K=12_1xWg,V=2z1xWy (1)

Here, z;_1 is the output from the previous transformer layer,
with z( being the input to the first layer. Then, the attention
head (AH) is calculated using the triplet @), K, and V as
given in [17,49]. Later, all the AH’s are combined with
a weight matrix calculated during training for multi-head
attention. The MHSA output is then fed to the MLP block,
which calculates the final output.

Convolutional Decoder. Our decoder resembles the one
used in DPT [39] as it assembles the set of tokens from dif-
ferent transformer layers at various resolutions. An image-
like representation is recovered from the output of the en-
coder using a three-function calculation called the reassem-
ble operation [39]. We use four reassemble blocks which
extract tokens from the 1%, 4% 8% 12t (final) transformer
layers. Transformer networks need more channels than their
convolutional counterparts, so we double the number of
channels in the three last reassemble modules. Each stage
in the decoder layer, known as fusion blocks, is based on
refinement [33]. They progressively combine the feature
maps from consecutive stages into the final dense predic-
tion. Unlike in the DPT decoder, batch normalization is
helpful for dense depth prediction. We also reduce the
number of channels in the fusion block to 96 from 256 in
DPT [39] to enable faster computations. The final block is
the head block which outputs relative depth for each pixel.

3.3. Attention-Based Loss

The depth range of our HRSD dataset allows us to uti-
lize the standard loss function for depth regression problems
known as L loss or Mean Absolute Error loss (MAE). Un-
like a scale-invariant loss [19], whose variants are used for
many MDE networks [7, 23, 39,40], L; loss is more effi-
cient and performs better [| |]. However, training with only

Error & Accuracy

Dataset| Algorithms |AbsRel ||RMSE | |6 < 1.257

—_ ViT-B 0.115 0.509 0.828

= ViT-B + R 0.108 0.416 0.875

g ViT-B+R+ AL | 0.104 0.362 0.916

> DPT-B 0.101 0.375 0.895

; DPT-B + R 0.103 | 0.364 0.903
DPT-B+R + AL| 0.094 0.310 0.945

ViT-B 0.106 4.699 0.861

]

ViT-B + R 0.101 4.321 0.889

— | VILB+R+AL| 0.078 | 2.933 0.915
= DPT-B 0.098 | 3.821 0.894
v, DPT-B + R 0.069 | 2781 0.939
DPT-B +R + AL| 0.056 | 2.453 0.962
ViT-B 0.125 | 0471 0.828

VIT-B + R 0.107 | 0342 0.882

2 | ViTB+R+AL | 0.09 | 0322 0.912
= DPT-B 0.118 | 0421 0.835

DPT-B +R 0.101
DPT-B +R + AL| 0.074

0.330 0.894
0.288 0.921

Table 1. Quantitative comparison on three RGB-D datasets. The
three variants of ViT [17] and three variants of DPT [39] are
trained on the proposed HRSD datasets.

L, loss leads to discontinuities and noisy artifacts in depth
maps [5]. Other loss functions considered to aid L; loss
include employing the edge accuracy between real and pre-
dicted depth maps known as Structural Similarity (SSIM)
[51] used for the MDE network [4]. Inspired by [12], in
our method, we use an attention-based supervision loss to
smooth the overall prediction and control the number of
depth discontinuities and noisy artifacts in the final output.

To estimate the true values of the attention map at each
pixel p, we calculate A, from the ground-truth depth map
as

A, = SOFTMAX (A ly, — 9,]) )

where ¥, §, are the ground-truth and predicted depth map,
respectively, and A is the hyper-parameter. We use the
ground truth attention map (A,) and the predicted attention

values (A,) to calculate the attention-based loss term [12].

Lo =2 3 ‘A,, — A, 3)
ne=

For training our final network, we define the final loss L
between y and ¢ as the weighted sum of two loss terms:-

L(?h ?)) = )\Ldepth((yv ?)) + Las (y, @) (4)

where Lgepip, is the point-wise L1 loss defined on depth
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values and is given as.
1 n
Laepmn(y:9) = — > _ [y — G| )
p=0

Note that only one weight parameter \ is required for cal-
culating the loss function, and empirically = 0.1 is set in
equation (4) [12].

4. Experiments

In this section, we make an extensive study that demon-
strates the advantage of the proposed HRSD dataset. We
evaluate public datasets, such as KITTI [22] and NYU [44],
and the HRSD dataset. We show quantitative and qualitative
comparisons in our experiments for analysis and discussion.

4.1. Training

Architecture details DPT [39] uses an encoder-decoder
architecture. It uses ViT [17] architecture for its encoder
and designs a decoder to get a depth map of the same size
as the color image. Thus, DPT [39] use pretrained ViT [17]
weights as their initial encoder weights to train the entire
encoder-decoder architecture on datasets, such as KITTI
(outdoor) [22], NYU V2 (indoor) scenes [44], and the MI-
DAS 3D dataset [40] for dense depth prediction. We adopt
the same transformer-based encoder-decoder architecture
used in DPT for our experiments and improve it further,
as mentioned above in section 3.2. We initialize the en-
coder weights with DPT’s [39] and train the entire encoder-
decoder architecture on the proposed HRSD datasets (the
decoder is initialized from scratch). To show the effect of
proposed architecture changes, such as feature module and
attention loss, we do six training experiments on the pro-
posed HRSD dataset. Three training is done using DPT en-
coder weights [39], and they are:

1) Training with DPT [39] encoder weights * on the pro-
posed HRSD dataset with no changes in architecture and
loss functions which refer to DPT-B in this paper. 2) Train-
ing DPT [39] weights with feature module (DPT-B + R). 3)
Training DPT [39] with feature module and attention-loss
(DPT-B + R + AL).

Later, we do a similar process using ViT weights [17],
i.e., initialize the encoder weights with ViT’s [17] and train
the entire encoder-decoder architecture on the proposed
HRSD datasets and do three separate trainings.

Training details Our proposed algorithm is imple-
mented in PyTorch, and we use 4 NVIDIA RTX A6000
48GB GPU for training. The proposed HRSD dataset con-
tains 100, 000 images of resolution 1920 x 1080 and we use
75, 000 for training, 15000 for validation, and 10000 for the

“In this paper, for training and evaluation, DPT weights refers to DPT-
Hybrid weights as provided in the original DPT [39] paper.

Error & Accuracy

ViT-B+R + AL | 0.099 0.322 0.912
0.074

Dataset| Algorithms |AbsRel ||RMSE | |6 < 1.257
T DPT [39] 0.110 | 0.392 0.864
— | MultiRes [37] | 0.102 | 0.347 0.921
S | VILB+R+AL | 0104 | 0362 | 0916
Z |IDPT-B+R+AL| 0.094 | 0.310 0.945
” DPT [39] 0.114 | 4.773 0.849
— | MultiRes [37] | 0.059 | 2.756 0.956
& | ViLB+R+AL | 0.078 | 2.933 0.915
Z |DPT-B+R+AL| 0.056 | 2.453 0.962

DPT [39] 0.127 | 0.494 0.822
2) MultiRes [37] | 0.096 | 0.339 0.920
=

DPT-B + R + AL

0.288 0.921

Table 2. Quantitative comparison on three RGB-D datasets. Here
DPT [39] and MultiRes [37] results are obtained using the author’s
weights. ViT-B + R + AL and DPT-B + R + AL are the variants of
ViT [17] and DPT [39] trained on the proposed HRSD datasets.

test dataset. We crop the images to the nearest 32 multiples,
and the network outputs the depth at the same resolution as
of color image. We trained the model for 80 epochs with a
batch size of 4 and use the ADAMW [36] optimizer with 51
=0.9 & 32 =0.999 and a learning rate of 1 x 10~* for en-
coder & 1x 1075 for the decoder. The learning rate decayed
after 15 epochs by a factor of 10. Finally, we test the algo-
rithm’s performance on different datasets, such as KITTI,
NYU, and HRSD, for indoor and outdoor scenes to show
the generalization and robustness of the proposed algorithm
in real-world scenes.

4.2. Evaluation

Like [19, 39, 40], we use three error metrics, such as
RMSE, AbsRel, and percentage of correct pixels, to eval-
uate the performance of depth maps.

Datasets for evaluation To demonstrate the competi-
tiveness of our approach, we evaluate the methods against
KITTI [22] and NYU V2 [44] RGB-D datasets. These are
the standard datasets for outdoor and indoor scenes, respec-
tively. KITTI dataset contains 697 images (1216 x 352) with
re-projected Lidar points as sparse depth maps and NYU V2
contains 694 images (640 x 480). In addition, we evaluate
depth maps on 10,000 images (1920 x 1080) of our HRSD
dataset as high-resolution datasets like [40, 48] are unavail-
able to the public.

4.3. Results

Quantitative Results To show the effect of the pro-
posed HRSD datasets on different variants of training, we
make a quantitative comparison of the evaluation of differ-
ent datasets and present them in Table | and Table 2. In Ta-
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NO Ground Truth
for Real World
Images

(a) RGB

(b) GT-Depth (c) DPT [39]

(d) MultiRes [37]

(e) ViT-B+R + AL (f) DPT-B + R + AL

Figure 5. Indoor Scenes. 1¥Row:- NYU [44]. 2"Row:- HRSD indoor. 3 Row:- RealWorld. Our DPT-B + R + AL gives a consistent depth
map across all regions and displays sharp structure for overall objects i.e. items on the table in the real-world images. Original DPT [39]
fails to identify objects in the background as shown by the green rectangles i.e. no structure of human in HRSD indoor. Multires [37] leads
to an inconsistent depth map highlighted by green rectangles i.e. the toilet seat in NYU image.

ble 1, we compare six variants of training performed using
DPT [39] encoder weights & ViT [17] weights as described
earlier. The addition of the feature module and attention-
loss performs better in all three datasets in all metrics. In Ta-
ble 2, we compare the original DPT [39] and MultiRes [37]
with the proposed variant of ViT (ViT-B+ R + AL) and DPT
(DPT-B+ R + AL). From Table 2, we can conclude that the
proposed variants are better in almost all the datasets. This
indicates the effectiveness of the proposed HRSD datasets,
which results in a lower absolute error and higher accuracy.

Qualitative Results The quantitative results are sup-
ported by visual comparisons in Figures 5 & 6. We compare
indoor (Figure 5) and outdoor scenes (Figure 6) for analysis
and discussion. We also include real-world scenes in both
figures to test the performance of various algorithms. In
Figures 5 & 6, DPT [39] fails to give precise depth edges
and lacks details of the structure of background objects.
Also, DPT [39] fails to get a clear object boundary in real-
world scenes. MultiRes [37] can get a sharper depth map
and details but provides inconsistent depth within an object,
and these artifacts are highlighted using a rectangular box
in Figures 5 & 6. Although the proposed variant ViT-B +
R+ AL lacks details in the background, the DPT-B + R +
AL gives a more structured and consistent depth with pre-
cise object shapes and clearer edges, even for objects further

away in the scene. This is reasonable because DPT [39] is
trained on RGB-D datasets, whereas ViT [17] is trained for
image recognition tasks. Compared to both DPT [39] and
MultiRes [37], our method results in a smoother depth map
closest to ground truth maps.

Running time analysis We further compare the infer-
ence time from different algorithms and present them in
Table 3. It shows the inference speed in milliseconds per
frame, averaging over 400 images on the three different res-
olutions. Timings were conducted on an Intel I5 10% gen-
eration @ 2. 90GHz with eight physical cores and a sin-
gle Nvidia RTX A6000 GPU. Multires [37] take the longest
running time as it merges different resolutions to compute a
high-quality depth map. DPT [39] and the proposed net-
work take similar inference time on smaller resolutions.
However, our proposed network is more efficient for high-
resolution images due to the fewer patches produced by the
feature-extraction module, which is later processed by the
transformer layers.

Feature extraction module analysis Here, we compare
the effect of the feature extraction module that provides im-
age embedding to our transformer layers, as shown in Fig-
ure 4. ViT [17] uses a simple image flattening technique
to transform the image into patches and comes in two vari-
ants with ViT-32 and ViT-16. Since we use the Resnet [24]
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Figure 6. Outdoor Scenes. 1* Row:- KITTI [22]. 2"Row:- HRSD outdoor. 3" Row:- RealWorld. Similar to indoor scenes, our DPT-B
+ R + AL gives the best performance outputting a consistent depth map with precise overall structure i.e. the motorbike in the real-world
image. Original DPT [39] again fails to identify objects in the background as shown by the green rectangle i.e. no structure of background
buildings in the KITTI image. Multires [37] leads to the inconsistent depth map, highlighted by green rectangles i.e. depth around the

biker’s body is fluctuating in the real-world image.

Method | DPT [39] | MultiRes [57] | Proposed
640 x 480 17 50 14
1216 x 352 22 80 20

1920 x 1080 55 190 38

Table 3. Inference Speed (ms) per frame. 3 different resolu-
tions are displayed for comparison. Here Proposed implies: DPT-
B+R+AL.

[ Method | AbsRel ] | RMSE| [ § > 1.257 |
VIT32[17] | 0.137 | 0.494 0.803
VIT-16[17] | 0.125 | 0471 0.828

VIT-16+R-101 | 0.112 | 0.387 0.852
VIT-16 +R-50 | 0.107 | 0342 0.882

Table 4. Feature module analysis. Different variants of ViT [17]
and Resnet [24] are experimented with to choose the best feature
extraction module.

feature module to process color RGB images, we compare
different pre-trained ResNet encoders, such as Resnet-50
and Resnet-101, with ViT [17]. In Table 4, we first make a
comparison with ViT-16 and ViT-32. We use these weights
as an initial encoder weight and train the entire encoder-

decoder on the proposed HRSD datasets. We observe that
ViT-16 achieves low error and higher accuracy than ViT-
32. Later, we fixed ViT-16 as the backbone architecture and
experimented with two resnet encoders, such as Resnet-50
and Resnet-101. We again make two different training, one
with Resnet-50 with ViT-16 and the other with Resnet-101
as our initial encoder weights, and train the entire encoder-
decoder on the proposed HRSD datasets. As shown in Table
4, introducing the Resnet encoders significantly improves
the performance. However, Resnet-50 outperforms and thus
becomes the final choice for our MDE network.

5. Conclusion

In this paper, we proposed to generate a high-quality syn-
thetic RGB-D datasets from the game GTA-V [1] with pre-
cise dense depth maps. Since we can control all the as-
pects of the GTA game, we can capture scenes with var-
ied lighting, different environments, and diverse objects.
We trained the DPT [39] architecture with DPT [39] and
ViT [17] weights on the proposed HRSD datasets. We ob-
served a significant improvement in the performance of the
depth maps, both objectively and subjectively. The perfor-
mance is further improved by modifying the DPT [39] ar-
chitecture and loss function.
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