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Abstract

Training models to apply linguistic knowledge and vi-
sual concepts from 2D images to 3D world understanding
is a promising direction that researchers have only recently
started to explore. In this work, we design a novel 3D pre-
training Vision-Language method that helps a model learn
semantically meaningful and transferable 3D scene point
cloud representations. We inject the representational power
of the popular CLIP model into our 3D encoder by align-
ing the encoded 3D scene features with the corresponding
2D image and text embeddings produced by CLIP. To assess
our model’s 3D world reasoning capability, we evaluate it
on the downstream task of 3D Visual Question Answering.
Experimental quantitative and qualitative results show that
our pre-training method outperforms state-of-the-art works
in this task and leads to an interpretable representation of
3D scene features.

1. Introduction
Humans inherently have a coupled representation of tex-

tual and visual structures that is essential to perceiving the
world. In recent years, vision and language research has
demonstrated significant progress toward enabling models
to bridge the semantic gap between the textual and visual
modalities. In the 2D domain, many works aim to solve re-
lated tasks, such as image captioning [27], Visual Question
Answering (VQA) [2] and Visual Commonsense Reason-
ing (VCR) [29] via aggregating multi-modal information.
To this end, many elaborate pre-training techniques [5, 10]
have been investigated to encourage fine-grained alignment
between words and image regions and increase the robust-
ness of Vision-Language (V-L) architectures. However,
the 3D world is characterized by complex inter-object re-
lationships and this restricted form of 2D image supervi-
sion limits the usability of such models. In this direc-
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Figure 1. Our pre-training method encourages the alignment of
the 3D scene representation to the corresponding text and image
embeddings in CLIP space via a cosine similarity loss.

tion, a new area of research has emerged, whose primary
goal is to endow models with 3D spatial reasoning abili-
ties. Some characteristic lines of work are 3D object local-
ization [4], 3D object captioning [25] and embodied ques-
tion answering [7]. To increase downstream performance in
3D recognition and segmentation benchmarks, some recent
pre-training methods employ contrastive losses to transfer
2D visual knowledge to 3D models [1, 13] or align 3D
point clouds and voxel representations [30]. However, to
our knowledge, no pre-training methods for question an-
swering have been proposed that guide a model to correlate
3D visual input to language cues and corresponding 2D in-
formation. In this work, we aim to design a 3D V-L pre-
training method to help a model learn language-grounded
and semantically meaningful scene object representations,
enhancing its performance on downstream 3D scene rea-
soning tasks. To evaluate our approach, we focus on the
3D Visual Question Answering (3D-VQA) setting, as pre-
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sented in [3], in which models have to answer questions
about 3D scenes, given their RGB-D indoor scan. Inspired
by [20], we hypothesize that the high-level semantics from
pre-trained 2D visual and linguistic knowledge can bene-
fit 3D scene understanding. We design a transformer-based
3D scene encoder module, which extracts a holistic scene
representation by modeling the relations among the scene’s
object features. Our proposed pre-training method aims to
train the scene encoder to project the appearance and ge-
ometric features of the 3D scan to an interpretable latent
space. This can be achieved by aligning the scene embed-
ding to the corresponding text and image representations
extracted by the Contrastive Language-Image Pre-training
(CLIP) [18] model. To measure the downstream perfor-
mance of our approach on the 3D-VQA benchmark, we
transfer the weights of the pre-trained 3D scene encoder to
a novel 3D Vision-Linguistic architecture that processes the
multi-modal representations and fine-tune the model in a
supervised manner. Our fine-tuned model outperforms the
state-of-the-art model in the ScanQA dataset [3] in both
question-answering and referred object localization tasks.
We also provide a visualization of the learned 3D scene
features after pre-training, demonstrating our model’s high-
level semantic understanding.

2. Related Work
2.1. 3D Visual Question Answering

One of the first tasks at the intersection of language and
3D scene understanding was 3D language grounding, in
which a model has to localize an object based on a tex-
tual description [4,21]. Building upon this, a novel task has
been proposed, namely 3D Visual Question answering. In
this problem, a model receives 3D visual information, often
in the form of a 3D scene scan and has to answer a per-
ceptual question about the scene. A few approaches have
been proposed, such as [3], which develops a new 3D-VQA
dataset based on ScanNet [6] scenes and designs a fusion
model that jointly processes 3D object and sentence em-
beddings to predict the correct answer. More recently, Ma
et al. [14] introduced SQA3D, a dataset for embodied scene
understanding, which requires the agent to understand its
3D location as described by the textual description and rea-
son about its environment.

2.2. 3D Vision Pre-training

2D V-L pre-training has been thoroughly studied [5,10],
pushing the state-of-the-art on V-L benchmarks. To the best
of our knowledge, pre-training methods for visual reason-
ing tasks aiming to jointly model textual, 2D and 3D vi-
sual modalities have not been explored. In the 3D domain,
current pre-training approaches have focused on learning
enhanced 3D scene representations to solve downstream
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Figure 2. Our 3D-VQA model consists of a 3D scene encoder and
a CLIP text encoder. The generated visual and linguistic tokens
are fused via a 3D Vision-Language Transformer encoder, which
predicts the target answers and localizes the objects referred to by
the question.

tasks, such as object detection and segmentation [19,26,30].
Zhang et al. [30] jointly pre-train point cloud and voxel ar-
chitectures by using an extension of contrastive learning to
multiple data formats. Other works leverage 2D knowledge
from large-scale 2D datasets [1, 11, 13]. For instance, Liu
et al. [13] map pixel-level and point-level features into the
same embedding space via a pixel-to-point contrastive loss.

3. Proposed Method
We propose a pretext task (Fig. 1) that aligns the 3D

scene embedding to the corresponding text and image rep-
resentations in CLIP space [18] via a cosine similarity loss.
To demonstrate its effectiveness, we (a) pre-train a 3D scene
encoder with this objective and (b) transfer the learned pre-
training weights to a novel 3D-VQA model and fine-tune it
for the downstream task of 3D-VQA.

3.1. Pre-training Framework Overview

3.1.1 3D Scene Encoder

The 3D scene encoder processes the input scene’s 3D point
cloud s ∈ RN×3 and generates a holistic representation of
the scene objects. It consists of a VoteNet [17] with a pre-
trained PointNet++ [30] backbone, which computes k 3D
object proposal features p ∈ Rk×h of hidden dimension h.
As in [3], we set k = 256 and h = 256. These features are
fed to a transformer encoder layer [23] that refines the rep-
resentations by modeling the global inter-object relations.
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3.1.2 3D Scene Encoder Pre-training

The objective of pre-training is to inject the rich 2D visual
and linguistic information of CLIP into the model. To this
end, we aim to align the 3D scene-level features, extracted
by our 3D scene encoder, to the corresponding CLIP text
and image embeddings Ztext and Zimage. We use rendered
top-down RGB images of the scene as input to the CLIP
image encoder and textual descriptions of the scene for the
CLIP text encoder. To obtain the scene embedding, we fol-
low the practice of [8] and append a learnable classification
token to the input sequence of object features extracted by
VoteNet, whose state at the output of the Transformer en-
coder serves as the scene representation Zscene. The loss
for our pre-training method consists of three terms, the co-
sine distance Limage between the image and the scene rep-
resentation, the cosine distance Ltext between the text and
the scene representation, and the object detection loss Ldet

of [17], to constrain the scene embedding space to be mean-
ingful for the task of 3D-VQA. Formally, the final loss for
the pre-training is defined as L = Ldet+αLtext+βLimage

where we set α, β = 0.02.

3.2. Model Architecture for 3D-VQA

Our proposed model for the downstream 3D-VQA task
consists of three modules, the pre-trained 3D scene encoder,
which processes the 3D scene point features, a CLIP text
encoder that extracts the question linguistic representation
and a 3D Vision-Language Transformer that fuses the visual
and question modalities. The model is tasked with finding
the correct answer to the question and accurately localizing
the target object related to the answer. Fig. 2 illustrates our
3D-VQA model.

3.2.1 Multi-Modal Fusion Module

To process the question, we use a pre-trained CLIP text en-
coder and obtain 512-dimensional word-level embeddings.
The word and 3D scene features, extracted by the scene
encoder, are concatenated and fused via a two-layer trans-
former encoder that leverages self-attention to simultane-
ously model intra- and inter-modal relations. The updated
scene object features are forwarded to a fully-connected
layer that is used for target object localization by determin-
ing the likelihood of each object box being related to the
question. Following CLIP, we treat the updated EOT em-
bedding (last token in the sequence) of the question as the
pooled question feature Q′ and use it as input to two linear
classifiers. The first one predicts the correct answer by pro-
jecting Q′ into a vector a ∈ Rn for the n answer candidates.
The second predicts which objects from 18 ScanNet classes
are associated with the question.

3.2.2 Loss Functions

We model the final loss as a linear combination of four
terms. We use the object localization loss Lloc, as defined
in [4], and the object detection loss Ldet of VoteNet [17]. To
further supervise the training, we include an object classi-
fication loss Lobj , which is modeled as a multi-class cross-
entropy loss and an answer classification loss Lans, which
is a binary cross-entropy (BCE) loss function as there are
multiple candidate answers. Thus, the total loss is defined
as L = Ldet + Lobj + Lans + Lloc.

4. Experiments
In this section, we evaluate whether transferring the

weights of the 3D network pre-trained by our method to the
downstream task of 3D-VQA can boost performance com-
pared to training from scratch. We pre-train the 3D scene
encoder and fine-tune our 3D-VQA model for the 3D-VQA
task in a supervised manner.

4.1. Datasets

We evaluate our approach on the ScanQA dataset [3],
which consists of 41,363 diverse question-answer pairs and
3D object localization annotations from 800 3D ScanNet [6]
scenes. The ScanQA dataset includes two test sets with and
without object annotations. ScanNet is a large-scale anno-
tated dataset of 3D mesh reconstructions of interior spaces.
In the pre-training phase, we use the ScanNet annotated
point cloud data to render the RGB images with the Open3D
software [31]. To obtain the textual descriptions, we use the
ScanRefer dataset [4], which contains 51,583 descriptions
of 800 ScanNet scenes.

4.2. Implementation Details

We pre-train the 3D scene encoder for 6 epochs with the
Adam optimizer using a batch size of 16, a learning rate of
1e-4 and a weight decay of 1e-5. We use the pre-trained
weights of the scene encoder and we fine-tune the 3D-VQA
network on ScanQA for 25 epochs with an initial learning
rate of 5e-4. To mitigate overfitting, we applied rotation
about all three axes using a random angle in [−5◦, 5◦] and
randomly translated the point cloud within 0.5 m in all di-
rections. Additionally, we used a random cuboid augmen-
tation, similar to [15], which extracts random cuboids from
the input point cloud.

4.3. Evaluation

To measure the downstream performance of our model
on 3D-VQA, we report the EM@1 metric, which is the per-
centage of predictions in which the predicted answer ex-
actly matches any of the ground-truth answers. Following
the practice of [3], we also include the widely used sen-
tence evaluation metrics BLEU [16], ROUGE-L [12], ME-
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Method EM@1 BLEU-1 BLEU-4 ROUGE METEOR CIDEr

Test set w/ objects
Scanrefer + MCAN 20.56 27.85 7.46 30.68 11.97 57.36
ScanQA w/o multiview 22.49 30.82 9.66 33.37 13.17 64.55
ScanQA 23.45 31.56 12.04 34.34 13.55 67.29
Ours w/o pre-training 22.76 31.08 13.31 33.84 13.28 65.81
Ours 23.92 32.72 14.64 35.15 13.94 69.53

Test set w/o objects
Scanrefer + MCAN 19.04 26.98 7.82 28.61 11.38 53.41
ScanQA w/o multiview 20.05 30.84 12.80 30.60 12.66 59.95
ScanQA 20.90 30.68 10.75 31.09 12.59 60.24
Ours w/o pre-training 20.71 31.22 11.49 31.35 12.80 60.75
Ours 21.37 32.70 11.73 32.41 13.28 62.83

Table 1. Comparison of question answering results on the ScanQA test datasets.

Method Acc@0.25 Acc@0.5

Scanrefer + MCAN 23.53 11.76
ScanQA w/o multiview 25.17 16.21
ScanQA 24.96 15.42
Ours w/o pre-training 26.57 18.58
Ours 29.61 21.22

Table 2. Comparison of referred object detection results on the
ScanQA valid dataset.

TEOR [9] and CIDEr [24]. These metrics are significant
for evaluating robust answer matching since some ques-
tions have multiple possible answer expressions. To as-
sess the target object localization accuracy, we report the
Acc@0.25 and Acc@0.5 metrics, which are the percentage
of bounding box predictions that have a higher IoU with the
ground truths than the threshold 0.25 and 0.5 respectively.
As a baseline, we use the current state-of-the-art method of
ScanQA (with and without multiview features) [3]. An ad-
ditional baseline is ScanRefer + MCAN [28], where a pre-
trained ScanRefer [4] model identifies the referred object
and the MCAN model is applied to the image surrounding
the localized object. We also compare to the performance of
our model trained from scratch. The results are compiled in
Tab. 1 and Tab. 2. With our pre-training method, we report
a significant increase in the question answering metrics and
a 3.04% and 2.64% gain in the Acc@0.25 and Acc@0.5
metrics, respectively, compared to the model without pre-
training. This validates the effectiveness of our pre-training
strategy in both question-answering and referred object lo-
calization performance. We also observe that our proposed
method improves notably over the ScanQA baseline, even
though we do not employ preprocessed multiview image
features to achieve a more lightweight pipeline.

(a) Random initialization (b) Our pre-training method
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Figure 3. T-SNE visualizations of scene-level features in ScanNet.
The 3D scene encoder weights learned during pre-training lead to
a structured feature representation space.

4.4. Visualization

We provide the T-SNE [22] visualization of the learned
features of the pre-trained 3D scene encoder without fine-
tuning in Fig. 3. We observe that semantically similar
scenes (i.e., scenes of the same type) cluster nicely together
in the embedding space. This highlights the high-level se-
mantic understanding ability acquired by the model when it
is trained with rich 2D visual and linguistic information.

5. Conclusion
In this work, we propose a novel V-L pre-training strat-

egy that helps a model learn semantically meaningful 3D
scene features by aligning them to the corresponding tex-
tual descriptions and rendered 2D images in the CLIP em-
bedding space. Our quantitative and qualitative results on
the downstream task of 3D-VQA demonstrate the efficacy
of our approach in learning useful 3D scene representa-
tions. While we observe that a single top-down view already
suffices during pre-training for significant downstream im-
provements, we believe that incorporating multiple views is
a promising direction for future work.
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