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A. Multi-scale Temporal Network
We extend Multi-scale Temporal Network (MTN) [8] to

process text features to learn the long and short range tem-
poral dependencies between snippet text features.

Pre-computed text features Ftxt (i.e. sentence embed-
dings of the video snippets), where Ftxt ∈ Rdtxt , are
fed into the three pyramid dilated convolution (PDC) lay-
ers respectively given as F(Pi) = fconv(Ftxt; θ) for i ∈
{1, 2, 3}, where F(Pi) ∈ Rdtxt/4 and fconv is a 1D convolu-
tion function. θ comprises the weights for all convolution
functions described in this section. The three feature vectors
are then concatenated and processed by another 1D convo-
lution layer as F(PDC) = fconv(F

(P1)|F(P2)|F(P3); θ).
Meanwhile, Ftxt goes through a convolution layer and

is fed into the non-local block (NLB). A convolution func-
tion is applied separately for three times to obtain F(ci) =
fconv(fconv(Ftxt); θ) for i ∈ {1, 2, 3} and finally pro-
duce F(NLB) = fconv((F

(c1))(F(c2))T (F(c3)); θ), where
F(PDC) ∈ Rdtxt/4.

The outputs from the two blocks are concatenated and
added to the original features to produce the final output of
text MTN is given as F̄txt = fconv(F

(PDC)|F(NLB); θ) +
F, where F̄txt ∈ Rdtxt . Both visual and text features go
through the similar process so that TEVAD is able to learn
the temporal dependencies between video snippets in both
modalities.

B. Datasets
We have carried out our experiments on four benchmark

datasets, namely UCSD Ped2 [11], ShanghaiTech [4], UCF-
Crime [7], and XD-Violence [10].

UCSD Ped21: This is a small-scale dataset proposed
in 2013 consisting of 16 normal videos and 12 abnormal
videos. The videos in this dataset were collected from cam-
pus CCTV. We follow the setting in [3, 8, 12] and randomly
select 6 abnormal videos and 4 normal videos to form the

1UCSD-Pedestrian dataset: http://www.svcl.ucsd.edu/
projects/anomaly/dataset.html
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Figure 1. An overview of MTN.

training set and the rest as the test set to carry out the exper-
iments.

ShanghaiTech2: This is a medium-scale dataset re-
leased in 2018 including 437 videos with 307 normal videos
and 130 anomaly videos. Similar to UCSD Ped2, the
videos were collected from campus surveillance systems
and covers 13 background scenes. The original dataset was
designed for unsupervised anomaly detection tasks where
only the normal data are available during training. To per-
form experiments on this dataset, we follow the setting in
[8, 9, 12] and split the dataset into a training set made up of
238 videos and the remaining 199 videos as test set.

UCF-Crime3: This dataset was released in 2018 and in-
cludes a total of 1900 videos with the duration of 128 hours.
This dataset was collected from real-world surveillance sys-
tems and contains 13 crime related abnormal events includ-
ing abuse, arrest, arson, assault, accident, burglary, explo-
sion, fighting, robbery, shooting, stealing, shoplifting, and

2ShanghaiTech dataset: https://svip- lab.github.io/
dataset/campus_dataset.html

3UCF-Crime dataset: https://webpages.charlotte.edu/
cchen62/dataset.html
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vandalism. The dataset is split into training and test set with
1,610 and 290 videos respectively.

XD-Violence4: This dataset was published in 2020 and
contains 4,754 videos, of which 3,954 are assigned for train-
ing while the rest are for testing. The dataset has a total du-
ration of more than 217 hours. As suggested by its name,
this dataset covers 6 violence related classes, namely abuse,
road accident, explosion, fighting, riot and shooting. Dif-
ferent from UCF-Crime, the dataset further includes scenes
collected from movies. Another feature differentiating this
dataset from other video anomaly detection datasets is that
it is an audiovisual dataset. However, we exploit visual fea-
tures only in our experiments.

C. Limitations
To generate the captions of snippets, we employ a sliding

window strategy and compute the caption for a consecutive
64 frames for every 16 frame. In this way, the text features
contain the information not only from the current snippet
but the following three snippets while the visual features
only contain the information from current snippet. This in-
consistency may result in the predicted starting and ending
frames of anomalous events slightly earlier than the ground
truths (See Figure 3.(a) in main paper). Nevertheless, this
does not affect the overall performance significantly.

In addition, since the video anomaly detection datasets
do not contain the necessary captions to train the caption
generation models, we use the pre-trained models trained
on other video captioning datasets. This results in the inac-
curacy of captions in some cases. However, this issue can
be resolved if some captions are provided during training.

D. Societal Impact
While anomaly detection technology in video surveil-

lance can be misused, the potential societal benefits far out-
weighs such risks [1,2,5,6]. The model we have proposed in
this work can be used to reduce the personal and property
losses in many real-world scenarios including healthcare,
manufacturing, public safety, etc.

In particular, our proposed method does not require any
personal identifiable information to be collected and pro-
cessed. By carefully introducing automated processes into
the current systems, privacy protection can be enhanced as
there will be less need for humans to monitor day-to-day
activities in public spaces. Only video snippets flagged as
anomaly by our proposed algorithm are manually reviewed.

E. Additional Qualitative Results
We present additional qualitative results from different

benchmark datasets in Figures 2 and 3. Similar to what
4XD-Violence dataset: https://roc-ng.github.io/XD-

Violence/

we have presented in Section 4.6 of main paper, our pro-
posed TEVAD can predict anomaly scores effectively. The
captions related to day-to-day activities (ShanghaiTech and
UCSD Ped2 datasets) are more accurate compared to those
related to rarer abnormal events related to crime or violence.
Nevertheless, these rarer abnormal events are still reflected
with semantically similar words like “fencing movements”,
“war”, “hitting”, etc.
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Figure 2. Additional qualitative results. (a) and (b) are from Ped2 dataset. (c) is from ShanghaiTech. (d) and (e) are from Crime dataset.
For each row, the first column shows predicted anomaly scores and the groundtruth labels. The next two columns show the image frames
from a normal and abnormal snippets with their associated generated captions in the bottom.
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Figure 3. Additional qualitative results on Violence dataset.


