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A. Details on the pre-training loss function
As discussed in Section 3.1.2, the combined loss used for

pre-training the 3D Scene Encoder consists of three terms,
i.e.,

L = Ldet + αLtext + βLimage (1)

The first term of Eq. (1) comprises the object detection
loss as introduced in [3] and is defined as

Ldet = Lvote-reg + 0.5Lobjn-cls

+ Lbox + 0.1Lsem-cls
(2)

where Lvote-reg represents the vote regression loss,
Lobjn-cls represents the objectness binary classification
loss, Lbox represents the box regression loss and Lsem-cls
represents the semantic classification loss for the 18 Scan-
Net classes. For additional information, please refer to the
respective publication [3].

The second and third terms of Eq. (1) can be defined as

Ltext = 1− cos (Ztext, Zscene) (3)

and
Limage = 1− cos (Zimage, Zscene) (4)

respectively, where Ltext is the cosine distance between
Ztext and Zscene, and Limage is the cosine distance be-
tween Zimage and Zscene.

B. Experimental setup
In this section, we provide more details about the

datasets and our experimental setup. In the pre-training
stage, we utilize the ScanRefer [2] train set, which consists
of 36,665 descriptions from 562 ScanNet scenes. In the
training stage, we use the train set of ScanQA [1], which
contains 25,563 questions from 562 ScanNet scenes. Note
that both datasets follow the same train/test split as Scan-
Net. For question answering, we report our results on the
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two ScanQA test splits (with and without object annota-
tions), which are hosted on EvalAI1. Since we do not have
direct access to ground truth target object annotations for
the test splits, we report our method’s object localization
performance on the ScanQA validation dataset.
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