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Abstract

We introduce PanoPoint, the joint feature point detection
and description applied to the nonlinear distortions and
the multi-view geometry problems between 360° panora-
mas. Our fully convolutional model operates directly in
panoramas and computes pixel-level feature point locations
and associated descriptors in a single forward pass rather
than performing image preprocessing (e.g. panorama to
Cubemap) followed by feature detection and description. To
train the PanoPoint model, we propose PanoMotion, which
simulates the representation between different viewpoints
and generates warped panoramas. Moreover, we propose
PanoMotion Adaptation, a multi-viewpoint adaptation an-
notation approach for boosting feature point detection re-
peatability instead of manual labelling. We train on the an-
notated synthetic dataset generated by the above method,
which outperforms the traditional and other learned ap-
proaches and achieves state-of-the-art results on repeata-
bility, localization accuracy, point correspondence preci-
sion and real-time metrics, especially for panoramas with
significant viewpoint and illumination changes.

1. Introduction

Extracting feature points from images captured under
different illumination and viewpoints has attracted the at-
tention of computer vision and graphics researchers in the
last decade. Feature points detection and description is a
critical technology in many applications, such as robot nav-
igation [35], augmented and virtual reality (AR/VR) [20],
Visual Simultaneous Localization and Mapping (VSLAM)
[21], and Structure-from-Motion (SFM) [41].

In the past decade, many data-driven learning-based fea-
ture points detection and description methods have emerged
[6,9,10,36,48–50], replacing the traditional manual annota-
tion methods [1, 26, 37]. These methods generally use pla-
nar images captured by traditional cameras. The limited

Figure 1. Point Correspondences by PanoPoint. We present
a fully-convolutional neural network that computes feature point
locations and associated descriptors in a single deep network, even
under significant viewpoint and illumination changes.

field of vision of traditional cameras leads to the need for
more feature points. The omnidirectional view 360° cam-
era lets capture the entire scene simultaneously, rather than
taking multiple shots from different angles [17,54,56]. Nev-
ertheless, there are severe geometric distortions of objects
near the spherical projection poles in panoramas captured
by 360° cameras [24]. Therefore, feature point detection
and description in panoramas is a great challenge.

This work proposes a novel self-supervised learning net-
work that addresses the challenge of training on panorama
datasets without explicit annotations. Our approach lever-
ages a synthetic dataset of simple geometric shapes to gen-
erate pseudo-ground truth feature points. We employ a con-
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Figure 2. Self-Supervised Training Overview. In our self-supervised approach, (a) our detector network is pre-trained on a synthetic
dataset with known ground truth and performs (b) PanoMotion Adaptation to generate pseudo-ground truth for feature points. Finally, the
generated pseudo ground truth (c) trains a fully convolutional network to jointly extract feature points and descriptors on panoramas.

volutional neural network Base Detector trained on the syn-
thetic dataset to achieve this. However, the Base Detec-
tor could miss potential feature point locations. To mitigate
this issue, we propose a PanoMotion Adaptation approach
(see Section 3.3) which facilitates self-supervised training
(see Figure 2) of PanoPoint, which is a feature point detec-
tion and description model. Figure 1 shows that the fea-
ture points extracted using PanoPoint have strong repeata-
bility and perfect description even under significant view-
point and illumination changes. Unlike the Base Detector,
the PanoPoint comprises two sub-networks: the detection
head and the description head (see Section 4.2). Addition-
ally, we propose PanoMotion (see Section 3.2), a represen-
tation that simulates camera viewpoint changes by repeat-
edly warping the source panorama. Through PanoMotion,
we can generate pseudo-ground truth feature points by de-
tecting feature point locations in each warped panorama us-
ing the Base Detector and inverse-warping these locations
reproject to the source panorama. Further, we can also
obtain pseudo-ground truth feature points for each warped
panorama through PanoMotion. For training, we input
both the source and warped panoramas into the PanoPoint
and compare them with their corresponding pseudo-ground
truth feature point locations. Concurrently, we compare
the descriptors generated by PanoPoint at the correspond-
ing points on the source and warped panorama. We create
the world’s first dense point-to-point annotated panorama
dataset based on the approaches above. Overall, our contri-
butions can be summarized as follows:

1) We propose PanoPoint, to compute pixel-level feature
point locations and associated descriptors in panoramas
in a single forward pass, even under significant viewpoint
and illumination changes.

2) We propose PanoMotion, a new representation approach
that simulates point-to-point correspondences between
different viewpoints and generates warped panoramas.

3) We create the world’s first dense point-to-point annotated
panorama dataset by PanoMotion Adaptation, a multi-
viewpoint adaptation approach for boosting feature point
detection repeatability instead of manual labelling. The
PanoPoint can repeatedly detect rich feature points (see
Section 6.2) when trained on the dataset using PanoMo-
tion Adaptation.

2. Related Works

Feature point detection and description on the planar
images generally adopt local-based methods to overcome
the interference caused by global factors (e.g., lighting, ro-
tation, noise). Descriptors represent the local features of
feature points. The same feature points should be repeat-
edly detected in different viewpoints and have similar de-
scriptors. On the contrary, the difference between feature
points and non-feature point descriptors should be signifi-
cant enough. Traditional detection methods [1,26,37] often
detect features based on their gradient or intensity informa-
tion. However, the robustness of the traditional methods
in complex scenarios is not good enough [18]. In the past
few years, researchers have used learning-based methods
[6,9,10,36,48,50] to extract feature points and generate de-
scriptors. For example, Tian et al. [50] propose a fully con-
volutional structure to generate dense descriptors. Dusmanu
et al. [10] uses the response value of the descriptor fea-
ture vector to find feature points. DeTone et al. [9] propose
a self-supervised learning method to extract feature points
and descriptions at the same time. Revaud et al. [36] believe
that model learning must make feature points repeatable and
the descriptions distinguishable. Recently, Christiansen et
al. [6] used a regression method to predict locations. Based
on [6], Tang et al. [48] generates optimal inlier sets from
possible corresponding point-pairs using a neurally-guided
outlier-rejection scheme. However, these methods are all
designed for planar images, which are unsatisfactory for
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panoramas. There are a few researches on feature point de-
tection and description of panoramas [11,57,58]. Generally,
to solve the panorama distortion, the researcher converts
the panorama to the planar image through the cube projec-
tion [58] and performs feature points detection and descrip-
tion on the planar image. In addition, some research [11,57]
has focused on subdivided icosahedral sampling methods,
which can effectively alleviate panoramic distortion. For
example, Eder et al. [11] proposes tangent images, which
render images onto an oriented pixel grid tangent to a sub-
divided icosahedron. Although the above methods mitigate
nonlinear distortion, they require additional processing. We
design a novel end-to-end network model to predict the lo-
cations of feature points and descriptors in the panorama
without additional processing.

Labelling point correspondences in panoramas is a
critical issue in learning-based feature point detection and
description methods. Some researchers [12,40] address this
issue by estimating the homography using a pair of cor-
responding planar regions extracted from the panoramas.
Then, they use traditional feature point detection methods to
detect feature points in one panorama and use the estimated
homography [16, 22, 31, 44, 45] to calculate corresponding
feature points in another panorama. However, homography
estimation requires a set of correct matching point pairs,
thus depending on matching accuracy. Our work avoids the
above problems, and we design a method to simulate cam-
era motion and imaging, which can correctly generate cor-
responding points without estimating homography.

3. Self-Supervised Training Pipeline
We propose a unified network for feature point detec-

tion and description in panoramas. Our detector is first
pre-trained on a synthetic dataset with known ground truth.
Then the whole detection and description heads are trained
using the pre-trained model to generate pseudo-ground truth
feature points on real panoramas. In the following sections,
we explain the details of our training pipeline in Figure 2
and detail its parts.

3.1. Synthetic Pre-Training

There is currently no annotation feature point dataset for
panoramas. If the feature points are labelled manually, not
only the accuracy of the labelling cannot be guaranteed, and
the labelling requires a lot of manpower and time. Inspired
by [9], we used OpenCV [3] to create a large-scale synthetic
panorama dataset. Various graphics are included in the
datasets, such as checkerboards, line segments, polygons,
cubes, etc., and the endpoints of these graphics are used as
marked feature points. The placement of these graphics is
random. Unlabeled ellipses and pure noise [5, 27] are also
added to avoid ambiguity. The difference from [9] is that we
first draw graphics on six plane images and then use the pro-

Figure 3. PanoMotion Transformation. Point-to-point corre-
spondence transformation relationship between panoramas from
different viewpoints.

(a) Source Panorama (b) Warped Panorama

Figure 4. Panorama Generation by PanoMotion. Input the
source panorama, and given random (R, t), we generate the
warped panorama with PanoMotion.

jection relationship from cube to equirectangular [14,39] to
project these images onto the panorama and transform the
coordinates of the feature points labelled on the planar im-
ages to the panorama. The generated synthetic panorama
has the same distortion effect as an actual panorama, and
the closer to the poles, the greater the degree of graphic dis-
tortion [55].

3.2. PanoMotion

Current public panorama datasets, such as Matterport3D
[4] and SUN3D [53], do not provide point correspondences
in panoramas taken from different viewpoints. We de-
sign a method for simulating camera motion and imaging
called PanoMotion to solve this problem. The PanoMo-
tion process only needs to input a source panorama and
specify the viewpoint’s camera pose (R, t) to generate a
warped panorama. At the same time, a point-to-point cor-
respondence between the source panorama and the warped
panorama is also generated.

As shown in the upper right corner of Figure 3, we
use the unit spheres S1 and S2 as the first and second
viewpoints, respectively. The unit sphere S1 is located
at the centre of the cube, which is also the centre of
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the world coordinate system. Each point on the source
panorama can establish a point-to-point connection through
the equirectangular-to-cube transformation [42, 52]. Un-
like the actual scene, each face of the cube has the same
depth. The following describes the process of generating
the warped panorama and coordinate transformation.

Figure 3 shows the pixel point ps on the source
panorama. According to the mapping relationship E from
the equirectangular to the unit sphere S1, the projection
point

qsw = E(ps) (1)

corresponding to ps on the unit sphere S1 is calculated.
Where qsw is a point on the unit sphere S1.

The pose of the unit sphere S2 relative to S1 is (R, t), so
the position of qsw on S2 is

qdw = R · qsw + t, (2)

and the centre coordinate of S2 is

odw = R · osw + t, (3)

where osw is (0, 0, 0), odw is equal to t. The intersection point

of the vector
−−−→
odwq

d
w and the cube Π is expressed as

cw =
−−−→
odwq

d
w ∩Π, (4)

then normalize the cw coordinates to the camera coordinate
system

qdc = Norm(cw), (5)

calculate the point coordinate qdc in the camera coordinate
system, transform F according to the projection from the
unit sphere to the equirectangular, and convert qdc to pd,

pd = F (qdc ). (6)

Therefore, the position transformation of each point
from the source to the warped panorama can be expressed
as:

pd = F (Norm(R · E(ps) ∩Π). (7)

To simplify the above formula, the coordinate transform
is denoted by T , and we get:

pd = T · ps. (8)

We map the pixels of the source panorama into an ar-
ray of size (H,W, 3) through T to generate the warped
panorama (Figure 4 shows an example). T is only deter-
mined by the given (R, t). All pixel values of the generated
warped panorama are from the source panorama and sam-
pled using bilinear interpolation [23]. PanoMotion gener-
ates N different warped panoramas and corresponding co-
ordinate relationships to make the labelled feature point.

3.3. PanoMotion Adaptation

To enable feature points to perceive a scene from differ-
ent viewpoints and scales, we employ a technique known as
PanoMotion Adaptation. This technique involves multiple
warping of the source panorama, extraction of feature points
using a Base Detector for each warped panorama, and trans-
fer of the N sets of feature points through their correspond-
ing inverse-warp aggregation to the source panorama (re-
fer to Figure 2). Due to the possibility of detecting the ex-
act feature point multiple times in different warped panora-
mas, the feature points on the image after conversion to the
source panorama may cluster near the same point. To ad-
dress this, we use non-maximum value suppression (NMS)
[2] to retain only a single feature point within a specific
range of 4 pixels.

3.4. Joint Training

PanoMotion warps the source panorama, and PanoPoint
predicts the feature points. The predicted feature points and
the ground truth are used to calculate the location loss (see
Section 4.3). If the distance between the predicted feature
points and the ground truth is less than 4 pixels, then the pre-
diction of this point is considered correct. For the training
of the description head, we directly use the feature point lo-
cation of the ground truth of the source panorama, then cal-
culate the corresponding position of the warped panorama,
calculate the Euclidean distance between the descriptors of
the corresponding points of the two panoramas, and contin-
uously optimize the model to make the distance minimize.

4. PanoPoint Architecture
The PanoPoint network structure includes the backbone,

detection head and description head (see Figure 5). The
backbone outputs to extract high-dimensional features of
the source panorama, the detection head outputs the loca-
tion of feature points, and the description head outputs as-
sociated descriptors of feature points. Considering the in-
ference time, we did not increase the model’s convolutional
layer or pooling layer for the sizeable polar distortion of the
panorama. It can quickly and directly predict the location
and descriptors of feature points, which is very practical for
tasks that require high efficiencies like SFM and VSLAM.

4.1. Backbone

To preserve the original information of Panorama, we
use the backbone ResNet [15] and a convolutional layer
with a step size of 2 [46]. At the same time, to make the
training easier to converge, the activation layer is composed
of ELU [7] instead of RELU [13]. The backbone comprises
of BL1 and BL2 (see Figure 6). BL1 has a convolution with
a step size of 1, a BN, and an activation layer. The input
and output of BL1 are skip-connect; BL2 is composed of
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Figure 5. PanoPoint Network Structure. The proposed Pano-
Point architecture utilizes a shared-encoder backbone with two
output heads for feature point probabilities and descriptions.

Figure 6. BL1 and BL2. The main block of the backbone, input
m-dimensional, convolution parameters (convolution kernel size,
number of channels, step size)

a convolution with a step size of 2, a BN layer, and an ac-
tivation layer, the input of BL2 is also connected with the
output of BL2 through 1 × 1 convolution and a BN layer.
The backbone downsamples the input image three times in
total, the input tensor size is W × H , and the output size
tensor is W/8×H/8.

4.2. Detection and Description Heads

The detector head outputs the probability of whether
each point on the panorama of size W × H is a feature
point. The detector is output through two convolution layers
to output a 65-dimensional vector, including an 8×8 pixel
grid region and an extra “no feature point” dustbin [9]. The
probability distribution of W × H is obtained after Soft-
Max [19] and Reshape functions.

The descriptor head uses a 256-dimensional vector to de-

scribe the feature. The feature shape is
w

8
× h

8
. After bilin-

ear interpolation [43] and L2 normalization [8] is extended
to W ×H , each pixel corresponds to one descriptor.

4.3. Loss Functions

The final loss is the sum of two sub-task losses: Ll for
the feature point detector and Ld for learning descriptors.
Each loss term is weighted by a factor ω to balance the final
loss:

Ltotal = ω1Ll + ω2Ld. (9)

The location loss function. Similar to [9], and the out-

put is a coarse
h

8
×w

8
×65 feature map vpre, while each 65-

dimensional vector corresponds to an 8×8 patch and an ad-
ditional ”no feature point” bin. We define the ground truth

vgt ∈ {1, . . . , 65}
h

8
×
w

8 , denoting the index of the ground
truth location in each patch, and the value of 65 means ”no
feature point”. The location loss is a cross-entropy loss be-
tween vpre and vgt:

Ll =
64

h× w

h

8
×
w

8∑
i,j=1

− log

 exp

(
vpre
ijvgt

ij

)
∑65

k=1 exp
(
vpreijk

)
 (10)

The descriptor loss function. Following [9], We use
a hinge loss with positive margin mp and negative margin
mn. The hinge loss minimizes the descriptor distance for
matching points and maximizes for non-matching points.
The descriptor loss is defined as:

Ld =
∑
k

(ck ·max(0,mp − fs
k
T fd

k )

+ (1− ck) ·max(0, fs
k
T fd

k −mn))

(11)

where fs
k
T and fd

k are representation of psk and pdk (see Sec-
tion 3.2), respectively. If the Euclidean distance between
Tpsk and pdk is less than a threshold γ, ck is 1. Otherwise is
0.

5. Experimental Details
In this section, we introduce the details of training Base

Detector and PanoPoint. The difference between Base De-
tector and the PanoPoint model is that there is no descrip-
tion head, which only predicts the feature points of the im-
age.

In Section 3.1, we described the creation of the syn-
thetic training dataset. The synthetic panorama created is
the grayscale of 960× 480. We have created nine graphics,
including Lines, Polygon, Multiple Polygons, Star, Stripes,
Ellipses, Checkerboards, and Cubes. Moreover, We add
Gaussian Noise without the label, which helps improve the
robustness of the Base Detector. Each class of graphics
is randomly distributed on the image. We created 50,000
panoramas for each graphics class as a training dataset and
500 panoramas for each graphics class as an evaluation
dataset.

We also use the RICOH THETA panoramic camera to
shoot 7501 panoramas as a training dataset. These im-
ages include indoor and outdoor scenes. The images are
960 × 480 and converted to grayscale. We use PanoMo-
tion Adaptation (N = 20) to generate feature points for
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the pseudo-ground truth. We generate distorted panoramas
in real-time during the model training by adjusting R and t
parameters. The given camera rotation param R, mentioned
in Section 3.2, comprises rotating angles for Pitch-, Yaw-
and Roll-axis. The value range is [−pi, pi]. The given cam-
era translation param t comprises translating distance along
the X-, Y-, and Z-axis. Their value range of each angle is
[−r, r], and we set r = 6 because the distance from S1 (see
Section 3.2) to each side of the cube is 10. In addition, the
value of R and t obey the uniform distribution.

We use ADAM [33] as the optimizer with its default pa-
rameters and an initial learning rate of 0.0001. We adopt
the descriptor loss weights from [9] with a positive margin
mp = 1, a negative margin mn = 0.2 and a balancing fac-
tor d = 250. The selected weight terms were ω1 = 1 and
ω2 = 5.

6. Experiments
6.1. Metrics

The Repeatability Score (RS) measures the quality of
feature points and is the ratio of the number of point cor-
respondences found and the total number of feature points
between a pair of images [6,28]. Alternatively, to eliminate
the influence caused by distortion, the evaluation is carried
out on the sphere. The feature points detected on the source
image are converted to the warped panorama by T (see Sec-
tion 3.2) to get projection points. Calculate the angle be-
tween the obtained projection points and the feature points
detected on the warped panorama. It is considered repeat-
able if feature points are within the predetermined threshold
value of ϵ = 1.5.

The Localization Error (LE) is the average angle be-
tween point correspondences [6]. Localization error mea-
sures the accuracy of feature points.

The Mean Average Precision (mAP ) is the ratio of
correct point correspondences to the total number of point
correspondences [29, 34]. The number of point correspon-
dences refers to the number of nearest neighbour corre-
sponding points. Like repeatability, the distance between
the correct match points must be less than the predetermined
threshold value of ϵ.

The Frames Per Second (FPS) is the derivative of the
run-time from inputting two images to getting correct point
correspondences, which measures the performance of fea-
ture point detection and matching speed. The larger the
FPS, the faster the running speed.

6.2. Detector Repeatability and Accuracy

We measure repeatability on the LayoutNet dataset [59].
The LayoutNet dataset contains panoramas collected in
large indoor environments and open spaces like corridors.
We select 1061 RGB panoramas as the evaluation dataset,

Method Viewpoint Illumination Both

RS↑ LE↓ RS↑ LE↓ RS↑ LE↓
BRISK 0.388 0.619 0.354 0.523 0.301 0.586
ORB 0.786 0.436 0.822 0.351 0.670 0.454
SP 0.742 0.509 0.820 0.424 0.683 0.537

D2-Net 0.400 0.938 0.648 0.603 0.381 0.940
R2D2 0.704 0.545 0.917 0.305 0.681 0.554
Ours 0.769 0.503 0.855 0.401 0.726 0.524

Table 1. Detector Repeatability and Accuracy. PanoPoint
has the highest repeatability at both viewpoint and illumination
changes.

Method Matcher LayoutNet CVPG FPS

BRISK NN 0.278 0.237 34
ORB NN 0.484 0.477 46
SP NN 0.534 0.589 18

D2-Net NN 0.256 0.230 2
R2D2 NN 0.434 0.433 1

SP SuperGlue 0.367 0.616 15
LoFTR LoFTR 0.187 0.251 5
Ours NN 0.659 0.621 34

Table 2. Point Correspondences Precision and Runtime. Pano-
Point not only has the highest mAP but also has competitive exe-
cution speed.

and all images are resized to 960×480 resolution. Based on
these images, we perform PanoMotion (see Section 3.2) and
illumination, creating three data types, Viewpoint change,
Illumination change and Both. Viewpoint change refers to
the use of PanoMotion to simulate viewpoint change. The
value of the parameter R of PanoMotion is in [−pi, pi], and
the value of t is in [−6, 6]. Their values are evenly dis-
tributed. Illumination change refers to only adjusting the
brightness and contrast. We use the ColorJitter function
of Pytorch [33] to change the illumination, where the pa-
rameters are brightness = 0.8 and contrast = 0.5. The
Both data type means that both viewpoint and illumination
are changed. Each data type includes the source panorama,
the warped panorama and their point correspondences. Re-
peatability is computed at 960 × 480 resolution with 1000
points detected in each image. Feature points should have
high repeatability and accuracy at the same time. We com-
pute the repeatability and localization error on the sphere
and use a correct distance of ϵ = 1.5◦, which is 4 pixels in
the image coordinate system. We compare our method with
SuperPoint (SP) [9], BRISK [25], ORB [37], D2-Net [10],
and R2D2 [36] as shown in Table 1, the RS and LE are top
two on all evaluation data types.
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Figure 7. Qualitative Results. In indoor and outdoor environments, we compare PanoPoint to ORB, SuperPoint, and LoFTR with two
outlier rejectors, handcrafted and learned. PanoPoint achieved more correct point correspondences (green line) and fewer false point
correspondences (red line), successfully handling significant viewpoint and illumination changes.

6.3. Point Correspondence Precision

We measure the mAP of point correspondences on the
LayoutNet dataset [59] and the CVPG dataset [32]. The
CVPG dataset contains 600 outdoor panoramas with se-
mantic pixel-level annotations. We resize the image to
960× 480 resolution and then perform PanoMotion and il-
lumination change. We evaluate the Both data type men-
tioned in the previous section on these two datasets and
use the Nearest Neighbor (NN) matcher [30] to generate
point correspondences with a correct distance of ϵ = 1.5◦.
In addition to the methods mentioned in the previous sec-
tion, we add two transformer-based matchers [47, 51]: the
detect-based method SuperGlue and the detect-free method
LoFTR. PanoPoint outperforms all published methods on
indoor and outdoor datasets as shown in Table 2. Pano-

point’s descriptors are more robust to significant viewpoint
and illumination changes. Even outlier rejectors like Super-
Glue and LoFTR do not produce more correct point corre-
spondences(see Figure 7).

6.4. Runtime

We measured the run time using the timing tool with
Nvidia’s CUDA deep learning library [38]. We start to cal-
culate the time from inputting two 960 × 480 resolution
panoramas, pass feature point detection and end the timing
when point correspondences are generated. Except BRISK
and ORB are evaluated on CPU (Intel i7-8700K), other
methods are executed on GPU (GeForce GTX 1080Ti). The
running time includes post-processing steps such as interpo-
lation and point selection. PanoPoint is slightly slower than
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ORB but much faster than the other deep learning methods.

7. Conclusion
This paper presents PanoPoint, a new learning frame-

work to feature point detection and description for panora-
mas that can compute pixel-level feature point locations
and associated descriptors with a single forward network.
We propose a new representation approach PanoMotion,
for training to simulate point-to-point correspondences be-
tween different viewpoints and generate warped panoramas.
Based on the approach, we create the world’s first dense
point-to-point annotated panorama dataset by PanoMotion
Adaptation. Our experiments show that PanoPoint achieves
state-of-the-art performances on repeatability, localization
accuracy, point correspondence precision and real-time
metrics by using the dataset, especially for panoramas with
significant viewpoint and illumination changes. Future
work will investigate whether PanoMotion Adaptation can
improve the performance of other applications, such as
object detection and semantic segmentation. Finally, our
PanoPoint network helps establish common-view relations
in panoramic vision, such as SLAM and SFM. Combined
with a deep back-end, PanoPoint is an essential milestone
for the end-to-end panoramic slam.
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