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Abstract
As the development of autonomous driving technology continues, pedestrian safety is becoming an increasingly important issue. The ability of an autonomous car to accurately predict whether a pedestrian will cross the road is essential for ensuring their safety, as the vehicle can slow down in time or stop to avoid any potential accidents. However, predicting pedestrian behavior is a complex task influenced by various environmental and contextual factors. To deal with this issue, we propose a novel method, Crossing Intention Prediction based on feature Fusion modules (CIPF) that combines eight different input features extracted from both pedestrians and vehicles through three fusion modules using RNN layers and attention mechanisms. We demonstrated state-of-the-art performance of prediction accuracy in the PIE dataset, which is the most widely used for pedestrian crossing intention prediction. We also demonstrated the superiority of the performance of our CIPF network through qualitative and quantitative analysis. In particular, we also performed ablation studies on the verification of the effectiveness of the eight input features, the validity of VGG encoders, and performance comparison of our CIPF over time by adjusting the prediction time.

1. Introduction
The emergence of autonomous driving technology [12] has led to a growing focus on pedestrian safety and transportation convenience. One of the key technologies to achieving these goals is the ability to predict whether pedestrians will cross or not cross. Using the prediction results, the autonomous vehicle can slow down or stop to prevent any accidents related to pedestrians [27, 35]. However, predicting pedestrian behavior is not easy because the intention of humans is unclear, and there are many external factors [3, 41, 42] that influence their behavior, such as interaction with other pedestrians, traffic signs, road congestion, and vehicle speed. These external factors may affect the future actions of pedestrians in the traffic environment. As a result, anticipating crossing intentions in advance is significantly challenging.

Some datasets for predicting pedestrian behavior including videos recorded by on-board cameras equipped in vehicles have been publicized. With datasets, their prediction models have also been provided as a baseline. The baseline models include Standard-TRI Intent Prediction (STIP) [16]...
using graph convolution techniques and Pedestrian Vehicle Interactions in Dense Urban Centers (Euro-PVI) [2] through interactions with vehicles for predicting pedestrian trajectories, and Trajectory Inference using Targeted Action priors Network (TITAN) [22] for anticipating future pedestrian behavior. Among the datasets, the most widely used dataset is the Pedestrian Intention Estimation (PIE) dataset [25] and there have been proposed prediction models based on the PIE dataset. The models depend on which features are used as inputs that are selected from the annotations or derived from visual information in input videos, how to combine them in their network architecture, and whether the attention mechanism is applied or not. As a result, recent studies [21, 32, 40, 43] have focused on how much the performance of prediction accuracy is improved by their own distinct combination method from the diverse feature modalities. However, these approaches are still limited due to the complex factors that influence pedestrian behavior, which can be visually observed in the videos. In addition, there is a lack of neural networks that can fully accommodate the diversity of input features.

To overcome these previous limitations, in this paper, we propose a novel fusion approach using all available input features for anticipating pedestrian crossing intention. Our proposed network, Crossing Intention Prediction based on feature Fusion modules (CIPF), consists of three types of Fusion Modules (FM). FM fuses a total of eight input features, including both non-visual and visual features, as shown in figure 1. Each feature employed a different process based on its attributes. The non-visual features are processed by an observational module, while the visual features including contextual properties are processed by a contextual module composed of a CNN and an RNN. The visual features without contextual properties are processed by a convolutional module composed of a 3D convolutional network and 3D max-pooling, followed by a flatten layer and an FC layer. By efficiently combining multiple feature inputs, our CIPF outperforms the state-of-the-art methods with a prediction accuracy of 91% on the PIE dataset which is the most commonly used for pedestrian behavior research.

The mainstream for predicting pedestrian crossing intention involves collecting data from the pedestrian and vehicles during past observations in specific frames and using the data to anticipate crossing intention at a future point in one or two seconds, as shown in figure 1. Our proposed model also follows this protocol. The experimental start frame is defined as the beginning of the pedestrian observation, and the critical frame is defined as the start of the prediction period. The interval between the experimental start frame and the critical frame is defined as the observational length, and the prediction time is defined as the interval from the critical frame to the crossing frame when the pedestrian takes action to cross or not cross the street.

Our main contributions are summarized as follows:

• We propose a novel feature fusion model, CIPF, which utilizes eight input modalities with a systematic combination mechanism.

• We verify the effectiveness of CIPF by achieving performance outperforming the state-of-the-art methods on the PIE dataset through extensive experiments.

• We provide ablation studies analyzing the effects of eight features, validating the visual encoder, and comparing performance by adjusting the prediction time.

• We introduce the qualitative analysis of prediction results with pedestrian crossing intention.

2. Related Work

To improve pedestrian safety, considerable research has been devoted to developing pedestrian crossing intention prediction. For the pedestrian crossing intention prediction dataset, the JAAD (Joint Attention in Autonomous Driving) dataset [28] was first introduced, providing annotations for behavioral analysis of pedestrians at the point of crossing. And it proposed 2D CNN-based baseline approaches for pedestrian crossing intention prediction. [10] showed adopting human pose-based features with 2D CNN features could improve pedestrian crossing intention prediction. However, the JAAD dataset is limited in that most pedestrian samples have the intention of crossing.

To solve the drawback, [25] introduces a large-scale dataset named PIE (Pedestrian Intention Estimation). To consider the temporal context of crossing behavior, it proposed LSTM network combines visual information and past trajectory information. In [14], the dataset was analyzed by human experiments to identify which visual features correlate to pedestrian crossing intention. The analysis showed that locations of designated crosswalks, orientations of pedestrians, locations with regard to curbs, and whether pedestrians look at the traffic are good predictors of intention. In addition, it demonstrated that considering intention values from human experiments improves the prediction performance of crossing intention with a single RNN model. Further improving prediction performances, [26] studied SF-GRU (Stacked with multilevel fusion GRU), which fuses five different pieces of information, including pedestrian appearance, surrounding context, poses, bounding boxes, and ego-vehicle speed. Many studies also have shown that temporal context is essential for crossing intention prediction that adopts recurrent layers such as LSTM [3, 19, 30]. Further, an attention mechanism [20] is adopted, which can focus on specific parts of input features, thus better for analyzing sequential input [13, 15, 23, 29, 36, 37]. Recently, given the success of
translators in many applications, some researchers have accepted transformer models [17, 18, 33], which benefit from reducing training time compared to LSTM, at the same time, improving the pedestrian crossing intention prediction performances. Instead of extracting visual context by convolution, [16] utilizes graph convolution to infer the spatiotemporal relationships how objects in the scene are related. The method builds a spatiotemporal scene graph and applies it to segmented object instances in video frames. To this end, they devised pedestrian-centric and location-centric graphs to extract rich features from observed frames. In [8], graph convolutional autoencoders are adopted to embed visual features of the pedestrian or scene objects to the graph.

3. CIPF: Crossing Intention Prediction Network based on Feature Fusion Modules

We propose a novel prediction model, Crossing Intention Prediction based on feature Fusion Modules (CIPF), as shown in figure 2. CIPF is a network that predicts pedestrian crossing intention in advance by combining eight input features. CIPF is divided into three modules - the observational module, contextual module, and convolutional module - each of which receives separate inputs and is configured to process input values differently. Ultimately, the outputs from each module are fused to predict crossing intention.

3.1. Model Input Acquisition

3.1.1 Observational Module

There are three inputs used in observational module: pose \( P_{\text{obs}} \), bounding box \( L_{\text{obs}} \), and ego-vehicle speed \( S_{\text{obs}} \). These three features are stacked in GRU layer, starting with the pose feature. The Pose feature \( P_{\text{obs}} \) is defined as:

\[
P_{\text{obs}} = \{p_{t-m}, p_{t-m+1}, ..., p_{t}\},
\]

where pose keypoints are generated using Openpose [5, 6, 31, 34], which estimates the pose of a person by capturing 18 keypoints joints from the mouth, neck, shoulders,
elbows, wrists, hips, knees, ankles, eyes, and ears. The 18 keypoints are represented by a 36-dimensional vector, $p_t$, where each keypoint is composed of 2D coordinates. Observational length, $m$, which means the number of observed frames, is set to 15. The Bounding Box feature $L_{obs}$ is defined as:

$$L_{obs} = \{l^t_{1m}, l^t_{2m+1}, ..., l^t_{4m}\}, \quad (2)$$

where $l_t = [x_1, y_1, x_2, y_2] \in \mathbb{R}^4$ is a 2D bounding box which means the coordinates determined by top-left ([x_1, y_1]) and bottom-right ([x_2, y_2]) of each pedestrian. As bounding box consists of 4 coordinates, the dimension of $L_{obs}$ is determined as $m \times 4$. The Ego-vehicle Speed is defined as:

$$S_{obs} = \{s^t_{1m}, s^t_{2m+1}, ..., s^t_{4m}\}, \quad (3)$$

where $s_t$ refers to the speed of the ego-vehicle, and this feature is already included in the annotations of the PIE dataset. This means that it was generated using the sensor of the ego vehicle at the time of data acquisition. However, in the JAAD dataset, there is no speed information available, and only vehicle action information is provided. Therefore, this feature cannot be used in the JAAD dataset.

### 3.1.2 Contextual Module

In the context module, the inputs utilized are comprised of three types of contexts: local context, global context, and scene context. Each of these context input features is obtained by extracting the input features using an ImageNet pre-trained VGG19 network as the backbone CNN with maximum pooling layer. Then, each of these features is recursively processed using a GRU. The outputs of the three GRUs are concatenated and combined into a single output, which is then fed into an attention mechanism. The Local Context feature $LC_{tex}$ is defined as:

$$LC_{tex} = \{l^t_{1m}, l^t_{2m+1}, ..., l^t_{4m}\}, \quad (4)$$

The image surrounding pedestrians including crosswalks, traffic lights, and intersection signs is an essential element for predicting pedestrian behavior contextually. Therefore, $l_{ct}$ refers to an RGB image of $224 \times 224$ pixels cropped at 1.5 times the size of the bounding box of pedestrian. The input feature vector extracted as $(m, 512)$ is then processed through a max pooling layer with a 14 x 14 kernel to obtain an $(m, 256)$ vector, where $m$ represents the observation length. The Global Context feature $GC_{tex}$ is defined as:

$$GC_{tex} = \{g^t_{1m}, g^t_{2m+1}, ..., g^t_{4m}\}, \quad (5)$$

where $g_{ct}$ refers to the semantic segmentation values extracted using the pre-trained DeepLabV3 model from the Cityscapes Dataset [39]. By utilizing the extracted semantic map values, global scene or road information can be mainly employed. Similar to local context, the features are extracted as an $(m, 256)$ vector and combined with a concatenation operation. The Scene Context feature $SC_{tex}$ is defined as:

$$SC_{tex} = \{s^t_{1m}, s^t_{2m+1}, ..., s^t_{4m}\}, \quad (6)$$

where $s_{ct}$, the scene context, means the entire image, not just the area around the pedestrian. Similar to other context features, the entire image is resized to 224x224 pixels and processed through a $(14, 14)$ kernel with padding by setting their output dimension to equal for fusing with other contextual features.

### 3.1.3 Convolutional Module

A convolutional module consists of two inputs: local box and local surround. Both inputs are extracted through a Convolutional 3D network (C3D), and the dimension of images is decreased($(112 \rightarrow 56 \rightarrow ... \rightarrow 4)$ by repeatedly feeding through max-pooling layers. Eventually, the features are arranged through a flatten layer, resulting in a one-dimensional array of data. The Local Box feature $B_{conv}$ is defined as:

$$B_{conv} = \{b^t_{1m}, b^t_{2m+1}, ..., b^t_{4m}\}, \quad (7)$$

where $b_t$ means an image feature that is generated by cropping image the same as the size of a bounding box, padding it, and then resizing the long side of the cropped image to match the desired output size. The remaining parts of the image are zero-padded. The last output of feature is then fed through five C3D networks with max-pooling layer, and then through a flatten layer to adjust its size for concatenation with other features. The Local Surround feature $R_{conv}$ is defined as:

$$R_{conv} = \{r^t_{1m}, r^t_{2m+1}, ..., r^t_{4m}\}, \quad (8)$$

where $r_t$ is an image cropped to 1.5 times the size of the bounding box as local context feature, however, the central area corresponding to the bounding box coordinates is neutral grayed out to keep only the surrounding context of the bounding box. This allows the utilization of information from the pedestrian’s surrounding area. C3D is applied in the same way as for the local box feature to concat with $b_t$.

### 3.2 Recurrent Module

To consider the temporal context of input features, we used gated recurrent unit (GRU) [9], which is a simpler layer than LSTM [24, 38]. Recursion for the equation of GRU, the variables at the $j^{th}$ level of the stack are described as follows,

$$z^t_j = \sigma(x^t_j W^{xz} + h^{t-1}_j W^{hz} + b^z_j), \quad (9)$$
\[ r_j^t = \sigma(x_j^tW_j^x + h_j^{t-1}W_j^h + b_j), \quad (10) \]
\[ \hat{h}_j^t = \tanh(x_j^tW_j^x + (r_j^t \odot h_j^{t-1})W_j^h + b), \quad (11) \]
\[ h_j^t = (1 - z_j^t) \odot h_j^{t-1} + z_j^t \odot \hat{h}_j^t, \quad (12) \]

where \( \sigma(\cdot) \) is the logistic sigmoid function, \( x_j^t \) is the input feature at time step \( t \), \( W \) are weights between two units, \( r_j^t \) and \( z_j^t \) are reset and update gates at time step \( t \), respectively; \( h_j^{t-1} \) and \( h_j^t \) represent the hidden state at the previous time step and current time step, respectively.

### 3.3. Attention Module

The attention mechanism [20] is adopted to focus on specific parts of input features, thus better for analyzing input features. The output vector of the attention module is defined as below:

\[ \beta_{\text{attention}} = \tanh(W_c[h_c : h_m]), \quad (13) \]
\[ h_c = \sum_s \alpha_t h_{s,t}, \quad (14) \]

where \( W_c \) is a weight matrix, \( m \) is the observation length, \( h_m \) is the last hidden state of the encoder, \( h_c \) is the sum of all attention-weighted hidden states, \( h_{s,t} \) is the previous hidden state of the encoder, and \( \alpha_t \) is the attention weight vector. The attention weight vector is defined as below:

\[ \alpha_t = \frac{\exp(\text{score}(h_m, \hat{h}_s))}{\sum_{s=1}^{T} \exp(\text{score}(h_m, h_{s,t}))}, \quad (15) \]

where \( \text{score}(h_m, h_{s,t}) = h_m^T W_p h_{s,t} \) is the content-based function and \( W_p \) is a trainable weight matrix.

### 4. Experiment

#### 4.1. PIE dataset

To verify the effectiveness of the proposed method, experiments have been conducted on Pedestrian Intention Estimation (PIE) dataset [25]. The dataset is most widely used for predicting pedestrian crossing intention. The dataset was recorded during the daytime with a dashboard camera in downtown Toronto, Canada. Videos were recorded with HD format (1920 × 1080) 30FPS per 10 minutes, so the total video length of six sets is 6 hours. In addition, the OBD (On-Board Diagnostics) sensor was attached inside the ego-vehicle, measuring speed of vehicle, heading direction, and GPS coordinates. The dataset provides 1,842 tracks of pedestrians who are close to the road. Each track contains annotations of the pedestrian in frame sequences, such as a bounding box and a crossing status, whether the pedestrian is crossing the road or not in the given frame. Related to crossing intention, the tracks are divided into four classes. 1) Pedestrians who intend to cross and actually cross (512 tracks). 2) Pedestrians who intend to cross but do not actually cross (898 tracks). 3) Pedestrians who have no intention of crossing but actually cross (2 tracks). 4) Pedestrians who have no intention of crossing and do not actually cross (430 tracks). In the experiments, tracks were randomly divided into three sets; 48% (880 tracks) of the training set, 39% (719 tracks) of the testing set, and 13% (243 tracks) of the validation set, respectively. Table 1 shows detailed properties of the PIE dataset.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPS (Frames per Second)</td>
<td>30</td>
</tr>
<tr>
<td>Length of each chunk</td>
<td>10min</td>
</tr>
<tr>
<td>Total number of frames</td>
<td>909K</td>
</tr>
<tr>
<td>Total number of annotated frames</td>
<td>293K</td>
</tr>
<tr>
<td>Number of pedestrians with bounding boxes</td>
<td>739K</td>
</tr>
<tr>
<td>Total number of pedestrians</td>
<td>1,842</td>
</tr>
<tr>
<td>Crossing intention and do cross</td>
<td>512</td>
</tr>
<tr>
<td>Crossing intention and don’t cross</td>
<td>898</td>
</tr>
<tr>
<td>No crossing intention to cross</td>
<td>430</td>
</tr>
</tbody>
</table>

| Table 1. Properties of the PIE dataset |

### 4.2. Evaluation Metrics

To compare the performance of our proposed model with previously developed models, we utilized the five widely used metrics in pedestrian crossing intention prediction field: accuracy (ACC), area under the ROC curve (AUC), precision, recall, and F1 score.

Accuracy measures how accurately the model predicts the binary classification problem of crossing intention, defined as follows,

\[ ACC = \frac{TP + TN}{TP + TN + FP + FN}, \quad (16) \]

where \( TP \) represents the quantity of true positive samples, \( TN \) represents the quantity of true negative samples, \( FP \) represents the quantity of false positive samples, and \( FN \) represents the quantity of false negative samples, respectively.

F1 score is the harmonic mean of the precision and recall, defined as follows,

\[ F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}, \quad (17) \]

AUC is the base area of the ROC (Receiver Operation Characteristic) curve defined as follows [4],

\[ AUC(f) = \sum_{t_0 \in D^0} \sum_{t_1 \in D^1} \frac{1[f(t_0) < f(t_1)]}{|D^0| \cdot |D^1|}, \quad (18) \]
where \( f \) is a predictor that returns the probability of crossing intention. \( 1[ f(t_0) < f(t_1)] \) denotes the indicator function that returns 1 if \( f(t_0) < f(t_1) \) otherwise 0. \( D^0 \) is a set of negative samples and \( D^1 \) is a set of positive samples. A higher AUC indicates that the model is capable of effectively distinguishing between the different classes.

### 4.3. Experimental Setting

The proposed novel algorithm was implemented on 8 GPUs with Nvidia RTX A6000 and AMD EPYC 7513 32-core processors with tensorflow environment. CIPF was trained using RMSProp optimizer with a learning rate of \( 5 \times 10^{-5} \) during 300 epochs on PIE dataset. Also, we used GRUs with 256 hidden units for observational and contextual modules and C3D networks for convolutional module. We also included a dropout of 0.5 after the attention block for preventing overfitting and added an L2 regularization with 0.0001 to the last fully connected layer.

### 4.4. Performance Comparison

In this section, we compared the performance results of our novel CIPF network with five other benchmarks for pedestrian crossing intention prediction models. SingleRNN [14] is an encoder-decoder structure using RNN, which combines bounding box and ego vehicle speed into a single vector that is fed through the encoder. Then, the last hidden state passes through an FC layer, and it is concatenated with the crossing intent value to become the input of the decoder. MultiRNN [1] has the advantage of outputting uncertainty in predictions through Bayesian modeling, allowing for some understanding of incorrect predictions in uncertain situations. Stacked with Multilevel Fusion RNN (SFRNN) [26] is a network based on stacked RNNs, where the upper layer RNNs receive the hidden states of the lower layer RNNs as input. Then, the hidden states from the lower layers are combined with other input data and passed to the higher layers. Pedestrian Crossing Prediction with Attention (PCPA) [15] extracts local context images using C3D network and applies temporal, modality attention mechanisms. Multi-Stream Network for Pedestrian Crossing Intention Prediction (MCIP) [11] divides five inputs, including a segmentation map, into non-visual and visual modules, and applies an attention module to extract crossing intention.

Table 2 shows a performance comparison of the five benchmark models and our proposed model based on visual encoder and input features at a future point in one second. SingleRNN, MultiRNN, and SFRNN used VGG for feature extraction and did not include contextual input. PCPA and MCIP experimented with C3D, I3D [7], and VGG as visual encoders, and did not include convolutional features. Our proposed CIPF received all eight features, where some of the visual features are extracted using VGG, and others are encoded with C3D, achieving the highest prediction accuracy of 91%.

### 4.5. Qualitative Results

As shown in Figure 3, this is a visualization of pedestrian crossing intention prediction results. The observation started from the \( t-15 \) frame, continued until the \( t \) frame, and then anticipated the pedestrian crossing intention at time \( t \). The actual behavior of the pedestrian was then compared at the future \( t+1 \) frames. The green boxes in case 1 indicate predictions of pedestrians with a crossing intention, while the red boxes in other cases indicate predictions of pedestrians without a crossing intention. In particular, case 3 shows an instance where the initial prediction was a crossing intention, but then correctly predicted a lack of crossing intention. In case 4, the model incorrectly predicted that the pedestrian would not cross in the next frame \( t+1 \) even though the pedestrian does cross.

<table>
<thead>
<tr>
<th>Model</th>
<th>Visual Encoder</th>
<th>Features</th>
<th>ACC</th>
<th>AUC</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SingleRNN [14]</td>
<td>VGG + GRU</td>
<td>( P, L, S, B, R )</td>
<td>0.76</td>
<td>0.64</td>
<td>0.45</td>
<td>0.63</td>
<td>0.36</td>
</tr>
<tr>
<td>MultiRNN [1]</td>
<td>VGG + GRU</td>
<td>( P, L, S, B )</td>
<td>0.86</td>
<td>0.80</td>
<td>0.73</td>
<td>0.80</td>
<td>0.67</td>
</tr>
<tr>
<td>SFRNN [26]</td>
<td>VGG + GRU</td>
<td>( P, L, S, B, R )</td>
<td>0.83</td>
<td>0.77</td>
<td>0.68</td>
<td>0.72</td>
<td>0.64</td>
</tr>
<tr>
<td>PCPA [15]</td>
<td>C3D + GRU</td>
<td>( P, L, S, SC )</td>
<td>0.86</td>
<td>0.85</td>
<td>0.77</td>
<td>0.70</td>
<td>0.85</td>
</tr>
<tr>
<td>I3D + GRU</td>
<td>( P, L, S, SC )</td>
<td>0.87</td>
<td>0.86</td>
<td>0.79</td>
<td>0.75</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>VGG + GRU</td>
<td>( P, L, S, SC )</td>
<td>0.87</td>
<td>0.86</td>
<td>0.77</td>
<td>0.75</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>MCIP [11]</td>
<td>C3D + GRU</td>
<td>( P, L, S, LC, GC )</td>
<td>0.86</td>
<td>0.86</td>
<td>0.78</td>
<td>0.72</td>
<td>0.85</td>
</tr>
<tr>
<td>I3D + GRU</td>
<td>( P, L, S, LC, GC )</td>
<td>0.85</td>
<td>0.81</td>
<td>0.74</td>
<td>0.76</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>VGG + GRU</td>
<td>( P, L, S, LC, GC )</td>
<td>0.89</td>
<td>0.87</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>CIPF(Ours)</td>
<td>VGG + C3D + GRU</td>
<td>( P, L, S, LC, GC, SC, B, R )</td>
<td><strong>0.91</strong></td>
<td><strong>0.89</strong></td>
<td><strong>0.84</strong></td>
<td><strong>0.85</strong></td>
<td><strong>0.83</strong></td>
</tr>
</tbody>
</table>

Table 2. Prediction performance comparison on PIE dataset. For each model, the visual encoder and input features are introduced, and their performance is compared. The abbreviation of input feature is as follows. \{ \( P \): Pose, \( L \): Bounding Box, \( S \): Speed of ego-vehicle, \( LC \): Local Context, \( GC \): Global Context, \( SC \): Scene Context, \( B \): Local Box, \( R \): Local Surround \}
4.6. Ablation Studies

4.6.1 Effectiveness of Input Features

To demonstrate the contributions of each eight input features, we examined an ablation study while excluding one of the inputs on the proposed algorithm. As presented in Table 3, the eight input features, the bounding box had the greatest impact on the accuracy, which is 6.3% lower than the baseline performance. Since the bounding box coordinates represent the location of pedestrians, it can be seen that the pedestrian’s location plays the most crucial role in improving the accuracy of crossing intention. The feature that had the most negligible impact on the prediction accuracy were scene context and global context only 1% and 1.3% respectively lower than the baseline performance. In the case of scene context, it did not even include the image around the pedestrian, but the whole image, so it did not significantly impact the prediction. Moreover, in the case of global context, since the whole road environment was semantically mapped, not only the target pedestrian but also various noise factors such as trees or buildings were included, which contributed little to improving prediction accuracy. In addition, it was experimentally proven that the order of features that had less impact on the accuracy was local box < local context < local surround < speed < pose. It can be observed that the input features of the observational module have a more significant impact on the accuracy, while those of the contextual module has less impact.

4.6.2 Validity of Visual Encoder

We investigate the performance differences through the type of VGG encoders to change the input features of the convolutional module to be extracted with VGG instead of C3D to prove the effect of C3D. Among eight features, CIPF achieved state-of-the-art performance by extracting contextual features and feeding them through a GRU layer, while using C3D to extract convolutional features and repeatedly perform 3D maxpooling. As shown in table 4, instead of using C3D to extract input features for local box and local surrounds, the VGG was used to extract these features, and the results were compared to those obtained with C3D. CIPF-BR processed both convolutional and contextual features in the same way by passing each of the five inputs through a VGG and GRU unit before concatenating them and applying an attention module. CIPF-B extracted local surround using C3D and used VGG for the remaining features, while
Table 3. Ablation studies of CIPF based on the eight input features. The order of the input features that have the most impact on performance is as follows: Bounding Box(L)>Pose(P)>Speed of ego-vehicle(S)>Local Surround(R)>Local Context(LC)>Local Box(B)>Global Context(GC)>Scene Context(SC).

<table>
<thead>
<tr>
<th>Model</th>
<th>VGG</th>
<th>C3D</th>
<th>ACC</th>
<th>AUC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIPF-BR</td>
<td>LC, GC, SC, B, R</td>
<td>0.90</td>
<td>0.88</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>CIPF-B</td>
<td>LC, GC, SC, B</td>
<td>0.90</td>
<td>0.89</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>CIPF-R</td>
<td>LC, GC, SC, R</td>
<td>0.89</td>
<td>0.87</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>CIPF</td>
<td>LC, GC, SC</td>
<td>0.91</td>
<td>0.89</td>
<td>0.84</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Performance comparison depending on visual encoder type. The performance is compared according to whether local box(B) and local surround(R) are used as C3D input in the visual encoder or not.

<table>
<thead>
<tr>
<th>Model</th>
<th>VGG</th>
<th>C3D</th>
<th>ACC</th>
<th>AUC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCIP</td>
<td></td>
<td></td>
<td>0.78</td>
<td>0.74</td>
<td>0.62</td>
</tr>
<tr>
<td>CIPF</td>
<td></td>
<td></td>
<td>0.78</td>
<td>0.74</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Table 5. Prediction time studies for future point. For the both two models, MCIP and CIPF, the prediction performance from 1 second to 4 seconds later are compared with each other. CIPF-R extracted only local box using C3D. The prediction accuracy of CIPF-R was 2% lower than that of CIPF, and both CIPF-BR and CIPF-B showed a 1% lower accuracy. Therefore, it has been proved that using C3D to extract convolutional features is the most effective approach.

<table>
<thead>
<tr>
<th>Model</th>
<th>VGG</th>
<th>C3D</th>
<th>ACC</th>
<th>AUC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIPF-R</td>
<td></td>
<td></td>
<td>0.83</td>
<td>0.81</td>
<td>0.72</td>
</tr>
<tr>
<td>CIPF</td>
<td></td>
<td></td>
<td>0.89</td>
<td>0.87</td>
<td>0.81</td>
</tr>
</tbody>
</table>

4.6.3 Prediction Time Studies

We evaluated our proposed model at different anticipation times, from 1s to 4s. We compared the prediction accuracy, AUC, and F1 performance of our proposed CIPF and the latest prediction model, MCIP, on the PIE dataset, as shown in Table 5. Both models showed a reduction in performance for all three metrics as the prediction time increases, and the interval with the most significant prediction accuracy drop was from the 1-second later prediction to 2 seconds, particularly for CIPF, which decreased by 7%. The prediction accuracy gradually reduced from the 3 seconds later prediction to 4 seconds interval, and at this interval, the two models decreased by around 1% (MCIP) and 2% (CIPF), respectively. Overall, our proposed CIPF model showed similar or higher accuracy compared to MCIP depending on the different prediction times.

5. Conclusion

In this paper, we introduce a new feature fusion module, CIPF, for predicting pedestrian crossing intention. CIPF is a network that efficiently fuses various inputs by separating modules depending on the properties of each feature, utilizing past visual or non-visual features extracted from pedestrians or vehicles. We achieved state-of-the-art performance in predicting whether a pedestrian will cross at a future point. We also experimented with the impact of eight input features on performance, verified the validity of the visual encoder type, and examined the performance difference when increasing the prediction time. In addition, we demonstrated the pedestrian crossing intention prediction process with qualitative results. By utilizing this network, it is expected to greatly contribute to improving pedestrian safety in the autonomous driving environment by anticipating pedestrian crossing intention in advance.
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