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Abstract

Early detection of melanoma is crucial for preventing
severe complications and increasing the chances of suc-
cessful treatment. Existing deep learning approaches for
melanoma skin lesion diagnosis are deemed black-box mod-
els, as they omit the rationale behind the model prediction,
compromising the trustworthiness and acceptability of these
diagnostic methods. Attempts to provide concept-based ex-
planations are based on post-hoc approaches, which de-
pend on an additional model to derive interpretations. In
this paper, we propose an inherently interpretable frame-
work to improve the interpretability of concept-based mod-
els by incorporating a hard attention mechanism and a co-
herence loss term to assure the visual coherence of concept
activations by the concept encoder, without requiring the
supervision of additional annotations. The proposed frame-
work explains its decision in terms of human-interpretable
concepts and their respective contribution to the final pre-
diction, as well as a visual interpretation of the locations
where the concept is present in the image. Experiments on
skin image datasets demonstrate that our method outper-
forms existing black-box and concept-based models for skin
lesion classification.

1. Introduction

The research on automated medical image analysis is
nowadays dominated by the use of deep learning models,
which supported a remarkable increase in the accuracy of
several medical image problems, assuring in some cases re-
sults that surpassed human performance [27, 36]. In spite
of these advances, these models are hardly ever adopted in
clinical practice, and the explanation to this apparent para-
dox is straightforward, doctors will never trust the deci-
sion of an algorithm without understanding its decision pro-
cess [21]. To address this problem, several strategies were
proposed to understand the decision process of deep learn-
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Figure 1. Motivation of our proposal. Our approach improves
concept-based approaches for skin lesion diagnosis by enforcing
the concept activations to be coherent with the locations that ex-
perts rely on for concept identification (compare the concept acti-
vations between Concept-based Models and Ours).

ing models through the use of saliency maps highlighting
the contribution of each region/pixel in the prediction of the
model. However, recent studies [1, 31] have demonstrated
these strategies to be unreliable, subjective and meaning-
less for incorrect predictions. Moreover, Rudin [31] has
even urged researchers to stop using these methods for ex-
plaining the decisions of black-box models, arguing that
inherently interpretable models can perform on par with
black-box models. Based on this premise, researchers
have been shifting their efforts to creating inherently in-
terpretable models through the modification of the internal
architecture or learning process of convolutional neural net-
works. Among the different inherently interpretable strate-
gies, concept-based approaches are growing in popularity
in medical imaging analysis [5, 9, 10, 24], since they allow
to decompose the decision process into a set of human-
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interpretable concepts. These approaches enforce specific
filters of the network to be activated when a concept is
present in an image and at the same time use them for
class prediction, allowing to determine, during inference,
the concepts that the network identified in the original im-
age, as well as their contributions. Ideally, these approaches
are expected to learn the locations to which each concept
is related to in the original image and activate those corre-
sponding regions in the feature maps of the concept layer.
However, as depicted in Figure 1, regions highlighted by
each concept are often incongruent with the locations where
the concept is present. We argue that this effect is caused by
the lack of a mechanism that guides concept activations to
focus on relevant regions on the image.

In this paper, we introduce a strategy that is capable of
enforcing the visual coherence of concept activations with-
out requiring supervision of the concept location masks,
avoiding the need to obtain these annotations from experts.
Specifically, a coherence loss term and a preprocessing
strategy are proposed to guide the activations of concept
filters towards the locations where to which the concept is
visually related to. A general concept-based CNN [34] is
adopted as the base architecture, comprising a concept layer
with k filters representing each of the human-interpretable
concepts. During the learning phase, the proposed learning
strategy enforces the concept layer filters to activate when
the concept is present in the image, as well as to concentrate
the activations on the locations that the concept is related
to. For defining the regions of interest without requiring
additional annotations from experts, we rely on a standard
image segmentation approach trained on external data and
we show that this strategy performs on par with the use of
manually defined regions. Extensive experiments on exist-
ing skin lesions datasets demonstrate that the proposed ap-
proach can not only improve the interpretability of the diag-
nosis, but also the classification accuracy of the model, as
evidenced by the increase on the accuracy of concept identi-
fication and skin lesion classification. Our contributions can
be summarized as follows: 1) we introduce a strategy to im-
prove the interpretability of concept-based models for skin
lesion diagnosis through the enforcement of concepts acti-
vations consistent with the image regions to which the con-
cepts are related to; 2) we show that the proposed strategy is
capable of not only improving individual concept interpre-
tation but also improves the overall classification accuracy
of skin lesion classification; 3) our strategy was designed
to avoid the need of additional annotations by exploiting a
standard image segmentation trained on external data.

2. Related Work
Concept-Based Models The rationale behind concept-
based learning approaches is using human-specified con-
cepts as an intermediate step to derive the final predictions.

This idea was initially explored in [19] and [20] for few-shot
learning approaches. More recently, deep neural networks
with concept bottlenecks [5,15,18,34] have re-emerged for
solving a panoply of tasks. These Concept Bottleneck Mod-
els [18] (CBM) relied on an encoder-decoder paradigm,
where the encoder is responsible for predicting the con-
cepts given the input image, and the decoder leverages the
predicted concepts to infer the final predictions. Wickra-
manayake et al. [34] extended the baseline idea of CBM by
leveraging semantic information of the concepts to preserve
the distance between the visual features of the concept layer
and the corresponding concept semantic representation in a
joint embedding space. More recently, Sarkar et al. [32]
proposed an ante-hoc explainable model in which the out-
put of the concept encoder is passed to a decoder that re-
constructs the input image, encouraging the model to cap-
ture the semantic features of the input image. These works
targeted classification tasks in general images, and there
was no attempt to develop a concept-based, inherently inter-
pretable model for automatic skin lesion diagnosis. To this
end, we introduce a strategy to improve the interpretability
of existing concept-based models by inserting a coherence
loss that encourages the concept activations to occur within
the image regions in which the concepts are present.

Interpretable Skin Lesion Classification The typical
procedure physicians adopt for skin lesion diagnosis is the
observation through naked-eye or dermoscopic imaging us-
ing manual algorithms, such as the ABCD-rule [29] or 7-
point checklist [2], which requires a certain level of ex-
pertise and experience. Automatic approaches for clas-
sifying skin lesions include the traditional deep learning
methods [8, 22]. However, these methods are considered
black-box models. Therefore, explainable approaches for
dermoscopic skin lesion diagnosis have emerged and they
typically rely on applying post-hoc visual methods such as
saliency maps [35] or attention mechanisms [3]. However,
these approaches explain the model decision in a post-hoc
manner and may often produce ambiguous explanations. To
the best of our knowledge, Lucieri et al. [25] were the first to
propose a framework providing multimodal concept-based
explanations for melanoma classification. Their framework
relied on post-hoc methods [16] for concept identification
and for estimating the influence of a specific concept on the
decision to produce textual explanations. Additionally, the
authors used the Concept Localization Maps [26] to show
the location of the concepts in the image. In contrast, our
method does not requires additional effort to obtain inter-
pretation after training. Herein, we aim to build a frame-
work that is end-to-end trainable and interpretable by de-
sign, where predictions are solely based on the concept in-
formation from the concept encoder.
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3. Method

Inspired by [34], we designed a model that is capable of
explaining its decision process using human-interpretable
concepts. Interpretability is achieved by estimating the con-
cept contribution to the final decision, as well as, the loca-
tions in the image where the concept is present. For this,
as depicted in Figure 2, a concept encoder layer is added
on top of a standard feature extractor, which is used to de-
termine the presence of a specific concept in the image, al-
lowing to disentangle the decision process carried out by
the fully connected layers of the model. Additionally, the
feature maps produced by the concept layer are enforced
to highlight the regions in the image to which the concept
is associated using simultaneously a mapping consistency
loss and a coherence loss. The following sections describe
the different parts of the proposed framework.

3.1. Framework Architecture

Given a standard Deep Neural Network (DNN) classifier
f : X → Y , X ∈ Rn,Y ∈ {0, 1}, we consider the feature
extractor ϕ : X → F l

x, which takes an image xi as input
and outputs a set of feature maps F l

x of the layer l, typically
the last convolutional layer. A concept encoder ψ is then
incorporated on top of the feature extractor ϕ to disentangle
the learned feature representations into a set of intermedi-
ate activations related to human-interpretable concepts. The
concept encoder ϕ takes as input the feature maps F l

x and
maps it to the concepts c = {c1, ..., ck}, resulting in k fea-
ture maps Ai

k, where k is the number of concepts. More-
over, each concept ck has a semantic description, e.g. “Typ-
ical Pigment Network”, which is encoded by the GloVe [30]
model to have a vector representation s ∈ Rd, which we de-
note as word phrases. This semantic information will con-
tribute to each filter in the concept encoder to learn a unique
concept. Finally, we rely on a classifier module, composed
of one FC layer to map the concept activations to the final
class label ŷ. The general scheme of the proposed frame-
work is depicted in Figure 2.

3.2. Concept Encoder

The concept encoder ψ is composed of a convolutional
layer with a kernel size of 1 × 1, which takes as input the
result of ϕ(xi) and outputs k feature maps Ai, followed by
a Rectified Linear Unit (ReLU) layer to ensure only positive
contributions, and a dropout layer during training. The core
idea of the concept encoder is to guide the convolutional fil-
ters to learn human-interpretable concepts. Let the visual
feature vik = 1

p.q

∑p
a

∑q
b Ak

ab be the result of a Global Av-
erage Pooling (GAP) operation over the feature map Ai

k.
There should be a one-to-one association between the vi-
sual feature vik and the word phrase sk. This means that
each filter is responsible for learning a unique concept. To

achieve these properties, a set of regularization terms are
defined and discussed in section 3.3.

3.3. Objective Function

Concept Uniqueness Loss Explaining the model deci-
sion based on human-interpretable concepts is achieved by
mapping the high-level features of the last convolutional
layer to a set of scalar values denoting the presence/absence
of a concept. To learn this mapping process, a specific reg-
ularization term is used to satisfy a crucial property: each
filter of the concept encoder should learn the visual feature
corresponding to only one concept ck. Let the output of the
concept encoder ψ be the set of features v = {vi1, ..., vik},
which result from a GAP operation over each feature map
Ai

k. To relate each visual feature vik to the presence or ab-
sence of a particular concept, the vector z = {zi1, ..., zik}
was defined to represents the presence (zik = 1) or absence
(zik = 0) of a concept ck in the image xi. To encourage each
filter of the concept encoder ψ to be activated only when the
concept ck is present in the image, we compare the ground-
truth concept zik with the estimated concept σ(vik), where σ
is the sigmoid activation function, by minimizing the binary
cross-entropy loss:

Lu =
∑
k

−(zik log(σ(v
i
k))+(1−zik) log(1−σ(vik)). (1)

Mapping Consistency Loss Assuming that an image can
have more than one associated concept, it is crucial to iso-
late how a filter is activated when a concept is present. As
such, the visual features of the feature map Ai

k and the re-
spective word phrase sk are mapped to a joint embedding
space using two embedding matrices: i the visual feature
embedding matrix Ev ∈ Rw×h×de and (ii) the word phrase
embedding matrix Es ∈ Rd×de , where de is the dimension
of the embedding layer. Then, an embedded visual feature
is expressed as ṽik = Ev.Ai

k and an embedded word phrase
is defined as s̃k = Es.sk. Therefore, the similarity between
the visual feature ṽik and its corresponding word phrase s̃k
should be higher than the visual feature ṽik and any other
word phrase s̃k′ ̸=k. This is achieved by the triplet loss, de-
fined as follows:

Ls =
∑
k

zik
∑
k′ ̸=k

max(0,
ṽik.s̃k′∥∥ṽik∥∥ ∥s̃k′∥

− ṽik.s̃k∥∥ṽik∥∥ ∥s̃k∥ + α),

(2)
where ṽik is the embedded visual feature, s̃k is the embedded
word phrase, and α is a hyperparameter denoting a margin
between positive and negative pairs. In order to further im-
prove the mapping consistency and to ensure that each filter
isolates some concept, for each concept k that is in image
xi but not in image xi

′
its word phrase s̃k should be more

similar to the visual feature ṽik than to the visual feature of
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Figure 2. Overview of the proposed framework. Our approach is divided into two major phases: 1) The pre-processing stage uses a
semantic segmentation model for obtaining the lesion segmentation mask, which is subsequently used to mask the input image. 2) In the
learning phase, a concept encoder is used to disentangle the feature maps of a CNN into human-interpretable concepts. Each concept is
encoded by a filter whose activations are enforced to be activated in the presence of the concept in the original image (uniqueness loss),
share similarities with concepts close in the textual embedding space (mapping loss), and produce visual activations consistent with the
locations of the concept in the image (coherence loss). During inference, the trained model not only predicts the class label but also
estimates the dermoscopic concepts and their respective contribution (in %) to the final decision, in addition to the produced feature maps
by the concept encoder, which allows visualizing the location of each concept in the image.

the counter image xi
′
. This rationale penalizes the cases

where the word phrase s̃k is closer to the visual features of
an image xi

′
that does not have the concept ck than that

of an image xi that has the concept ck. This constraint is
achieved by minimizing the following loss function:

Ld =
∑

zi′
k −zi

k>0

max(0,
ṽi

′

k .s̃k∥∥ṽi′k ∥∥ ∥s̃k∥ − ṽik.s̃k∥∥ṽik∥∥ ∥s̃k∥+β), (3)

where β is a hyperparameter.
Then, the mapping consistency loss is defined as the sum

of the equation (2) and equation (3): Lm = Ls + Ld.

Coherence Loss To encourage the activations of each fil-
ter of the concept encoder to concentrate on the lesion re-
gion when the concept is present in the image and to pe-
nalize the activations when the concept is absent in the im-
age, we include an additional regularization term, denoted
as Coherence Loss Lc. This regularization is achieved by
modifying the Dice-Sørensen coefficient [7] to measure the
divergence between the feature map Ai

k of the concept en-
coder ψ and the object segmentation mask Mi

k, expressed
as follows:

Lc =
∑
k

1− 2
∑

Ai
kMi

k∑
Ai

k
2 ∑Mi

k
2
+ ϵ

, (4)

where ϵ is a parameter to avoid division by 0.

Taking into consideration all the above-described com-
bined losses, and adding the cross-entropy loss as the clas-
sification loss LA(ŷ, y), the overall objective function can
be written as follows:

L = LA + λ(Lu + Lm) + γLc, (5)

where λ ∈ [0, 1] is the hyperparameter weighting the in-
fluence of the concept uniqueness loss Lu and the mapping
consistency loss Lm in the total loss L, and γ ∈ [0, 1] is
the hyperparameter that controls the effect of the coherence
loss Lc.

3.4. Contribution to Classification Decision

As previously mentioned in the introductory part of sec-
tion 3, it is desirable to decompose the final classification
decision in terms of human interpretable concepts along
with their respective contribution to the model decision.
Since the weight matrix W ∈ R|C|×n of the FC layer of the
classifier denotes the importance of each concept to the final
class prediction, we can leverage this information to calcu-
late the contribution of each concept ck to the final decision.
This is achieved by multiplying the visual feature vik with
the corresponding weight wk,c of the FC layer. The result
of this operation is passed through a softmax layer to obtain
a probability estimation. With these concepts contributions,
we can construct more informative and coherent textual ex-
planations (Figure 2) than relying on other text-based ap-
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proaches that have some limitations in generating coherent
and structured text reports. Furthermore, the final predic-
tion is directly extrapolated from the weighted sum of the
concepts contributions, expressed as ŷ = argmax(WT .v).

3.5. Segmentation Module

We propose using segmentation masks as a hard atten-
tion mechanism in our method. Its primary purpose is to
improve the model intepretability while expecting that the
model ignores artifacts that could be present in the image.
The segmentation masks are also used to guide the convo-
lutional filters of the concept encoder ψ to be activated only
in relevant regions (coherence loss), i.e., the lesion region,
resulting in more coherent and refined learned concepts. To
this end, we used the ground-truth skin segmentation masks
provided in the HAM10000 [33] dataset for the segmen-
tation task, and we adopted the DeepLabV3 [4] model, a
state-of-the-art semantic segmentation model that achieves
good results in a panoply of datasets. After training, the
skin image is fed to the model to obtain the segmentation
masks. Then, with the masks and the skin images, we use a
bitwise-and to remove all non-relevant pixels, and the pro-
duced result is fed to the next stage of the model, as de-
picted in Figure 2. This way, we are not dependent on addi-
tional annotations of ground-truth segmentation masks, as
our trained segmentation model can generate accurate seg-
mentation masks for the new data.

4. Experiments

4.1. Experimental Setup

Datasets. The supervised constraint of our method in
concepts annotations limited our selection of datasets to
PH2 [28] and Derm7pt [14], as both datasets comprise
ground-truth annotations regarding the presence or absence
of several dermoscopic criteria. PH2 dataset contains
200 dermoscopic images of melanocytic lesions, including
“common nevi”, “atypical nevi”, and “melanoma”. Ad-
ditionally, PH2 includes ground-truth lesion segmentation
masks. Derm7pt comprises over 2, 000 clinical and der-
moscopic images, which we filtered to obtain 827 images
of “nevus” and “melanoma” classes. Although Derm7pt
does not provide ground-truth segmentation masks, we
performed its manual annotation using the Computer Vi-
sion Annotation Tool (CVAT). To take advantage of both
datasets jointly, we combined the “common nevi” and
“atypical nevi” classes of the PH2 into one global class label
denominated “Nevus” to construct a largest dataset, named
PH2D7, comprising 1, 027 clinical and dermoscopy images,
converting our classification task into a binary classification
problem (“Nevus” vs “Melanoma”).

Dermoscopic Concepts. Both PH2 [28] and
Derm7pt [14] datasets comprise annotations of sev-
eral dermoscopic criteria, which we refer to “dermoscopic
concepts”. Specifically, we considered 8 dermoscopic
concepts c according to the annotated dermoscopic criteria:
“Atypical Pigment Network” (APN), “Typical Pigment
Network” (TPN), “Blue Whitish-Veil” (BWV), “Irregular
Streaks” (ISTR), “Regular Streaks” (RSTR), “Regular
Dots and Globules” (RDG), “Irregular Dots and Globules”
(IDG) and “Regression Structures” (RS).

Implementation Details. The training of the proposed
framework proceeds in three stages: i training only the con-
cept encoder ψ and the classifier; (ii) training the whole net-
work, and (iii) training only the classifier for a few more
epochs. We use ResNet-101 [11], DenseNet-201 [13] and
SEResNeXt [12] architectures pretrained on ImageNet [6]
as our feature extractor ϕ. The output of the feature ex-
tractor ϕ is passed to the concept encoder ψ to output the
visual features v = {vi1, ..., vik}. The classifier is a sin-
gle fully connected layer that receives the visual features
v of the concept encoder ψ and predicts the class label ŷ.
We adopt the Adam [17] optimizer during training and set
λ = 0.4, α = 1.0, and β = 0.5 in our experiments. Re-
garding the γ hyperparameter, we fine-tuned its value ac-
cording to the model and dataset used. All details and Py-
Torch code are available at https://github.com/
CristianoPatricio/coherent-cbe-skin.

4.2. Quantitative Evaluation

In Table 1, we report the classification accuracy (in %)
of our method (Ours) and compare it with other meth-
ods under three preprocessing strategies on the considered
datasets (PH2, Derm7pt and PH2D7) for each adopted fea-
ture extractor architecture (ResNet-101, DenseNet-201 and
SEResNeXt). Specifically, we compare the performance
of our method (Ours) with the baseline model [34] and
a standard deep learning-based approach [23] which we re-
fer to as “Black-box”. From the reported results in Table
1, we can observe that our approach (Ours) outperforms
the black-box models by a large margin and performs com-
parably with the baseline models, even surpassing its per-
formance in some settings and datasets, confirming that the
Lc helps improve the performance. Another important ob-
servation is that we achieved the best classification accu-
racy when adopting the segmentation strategy, confirming
the utility of the segmentation masks for improving the final
classification performance. Furthermore, using the segmen-
tation masks provided by DeepLabV3, we obtain the best
results compared to the values when using the ground-truth
(Manually) segmentation masks. Note that our method also
achieves superior performance, considering the best setting,
compared to the recently proposed ExAID [25] framework
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Preprocessing Method
SEResNeXt DenseNet-201 ResNet-101

PH2 D7 PH2D7 PH2 D7 PH2D7 PH2 D7 PH2D7
#25 / #5 #219 / #101 #239 / #106 #25 / #5 #219 / #101 #239 / #106 #25 / #5 #219 / #101 #239 / #106

Raw

Black-box [23] 84.00 ± 3.27 73.13 ± 1.42 74.88 ± 2.72 85.33 ± 1.89 79.90 ± 0.74 80.48 ± 0.60 80.00 ± 3.27 76.15 ± 0.39 77.58 ± 1.09
Baseline [34] 92.00 ± 3.27 80.00 ± 0.92 80.10 ± 0.36 94.67 ± 1.89 81.72 ± 0.47 83.04 ± 0.72 96.00 ± 0.00 81.77 ± 1.03 83.38 ± 0.60
ExAID [25] - 83.60 - - - - - - -
Ours 94.67 ± 1.89 80.42 ± 0.53 80.77 ± 0.49 94.00 ± 2.00 82.03 ± 0.47 82.90 ± 1.03 96.00 ± 0.00 82.60 ± 0.39 82.51 ± 0.90

DLV3
Black-box [23] 90.67 ± 1.89 76.15 ± 1.41 79.23 ± 1.81 94.67 ± 1.89 78.96 ± 0.53 78.65 ± 1.21 86.67 ± 1.89 79.58 ± 0.53 80.77 ± 1.54
Baseline [34] 93.33 ± 1.89 84.27 ± 0.78 83.96 ± 0.14 96.00 ± 0.00 85.94 ± 0.44 85.51 ± 0.00 96.00 ± 0.00 81.67 ± 1.03 84.44 ± 0.36
Ours 96.00 ± 0.00 84.06 ± 0.44 84.44 ± 0.55 96.00 ± 0.00 85.73 ± 0.29 85.89 ± 0.27 96.00 ± 0.00 83.75 ± 0.26 84.15 ± 0.14

Manually
Black-box [23] 90.67 ± 4.99 75.93 ± 0.88 77.97 ± 0.63 90.67 ± 1.89 77.71 ± 0.53 79.32 ± 2.12 93.33 ± 1.89 75.00 ± 0.68 75.94 ± 0.85
Baseline [34] 96.00 ± 0.00 84.17 ± 0.39 83.48 ± 0.95 85.33 ± 7.54 82.92 ± 0.53 82.75 ± 0.72 96.00 ± 0.00 82.66 ± 0.47 74.30 ± 3.62
Ours 96.00 ± 0.00 83.02 ± 0.39 84.54 ± 0.49 93.33 ± 1.89 83.58 ± 0.24 84.35 ± 0.85 96.00 ± 0.00 82.29 ± 1.85 83.19 ± 0.29

Table 1. Quantitivate results. Quantitative comparison results (accuracy in %) of different methods under three preprocessing strategies
on PH2, Derm7pt, and PH2D7 datasets. “Raw” indicates that no segmentation was applied in the input images; “DLV3” denotes that images
were segmented using the segmentation masks provided by the trained DeepLabV3 on HAM10000 dataset, and “Manually” denotes the
images segmented with the ground-truth segmentation masks provided by the datasets. The number of images (#Nevus / #Melanoma)
considered at evaluation are given below the dataset. The results were obtained in three runs under different seeds. Bold highlights the best
results.

(84.06% vs 83.60%), that despite being a concept-based ap-
proach, does not follow the philosophy of the inherently in-
terpretable models. In addition, the discrepancy between
the results obtained by the PH 2 dataset and the Derm7pt
dataset could be related to the type of images each dataset
contains. Although the PH2 is a small dataset, it con-
tains only dermoscopic images, whereas Derm7pt contains
both dermoscopic and clinical images, which ultimately
impacts the performance of our model when evaluated on
the Derm7pt dataset. We also report the sensitivity, speci-
ficity, and the area under the receiver operating characteris-
tic curve (AUC) in Table 2. The obtained results allow us
to conclude that the detection of “Melanoma” is more chal-
lenging in the case of the Derm7pt and the PH2D7 datasets
(a lower value of sensitivity). This fact can be explained
due to the less representativity of class “Melanoma” in these
datasets. On the other hand, we observe a superior perfor-
mance when DenseNet-201 is adopted as feature extractor
in our proposed method, which was also confirmed by the
results in Table 1.

Concepts Prediction We evaluate the predictive perfor-
mance of our concept encoder in estimating the presence
or absence of dermoscopic concepts, considering the best
preprocessing strategy, i.e. DLV3. As denoted in equation
(1), the result of a GAP operation over the feature maps Ai

allows mapping the spatial information to a scalar value de-
noting the presence or absence of a concept. Based on this,
and after passing the results through a hyperbolic tangent
(tanh) layer, we can infer the presence of the concept. Table
3 reports the predictive performance of our concept encoder
in terms of the F1-score. We compare the performance of
our proposed method (Ours) with the baseline [34]. The
results indicate that the predictive performance consistently
improves compared to the results of the baseline method.

Model Dataset Sens. Spec. AUC

SEResNext
PH2 1.000 0.950 0.975

D7 0.535 0.977 0.756
PH2D7 0.594 0.962 0.778

DenseNet-201
PH2 1.000 0.950 0.975

D7 0.574 0.973 0.773
PH2D7 0.623 0.967 0.795

ResNet-101
PH2 1.000 0.950 0.975

D7 0.564 0.968 0.766
PH2D7 0.594 0.950 0.772

Table 2. Comparison of different feature extractors. The classi-
fication score of the proposed method was evaluated with different
architectures and using the DLV3 images of PH2, Derm7pt, and
PH2Derm7pt. “Sens.” denotes Sensitivity, “Spec.” denotes Speci-
ficity.

We also report in Table 3 the concept explanation error
(L2) to measure how close are the predicted concepts to
the ground-truth concepts. Specifically, we calculate the L2

distance between the predicted and ground-truth concepts.
From the results of Table 3, we can observe that the min-
imum value is achieved when predicting concepts on the
PH2 dataset (< 8.00). Also, the performance also (lower
the better) when using our method (Ours).

4.3. Qualitative Evaluation

Figure 3 shows examples of “Nevus” and “Melanoma”
cases predicted by our model. As observed in the first exam-
ple (first line of Figure 3), the image was correctly classified
as “Melanoma”. However, two predicted concepts were in-
correctly estimated (RSTR and RDG). After calculating the
contribution (in %) of each concept to the decision, only
positive contributions were given to the correctly predicted
concepts, i.e. APN, IDG and BWV. The contribution of the
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Model Dataset Baseline Ours

F1 ↑ L2 ↓ F1 ↑ L2 ↓

SEResNext
PH2 0.67 7.87 0.69 7.55

D7 0.70 27.57 0.71 25.24
PH2D7 0.68 27.82 0.69 27.17

DenseNet-201
PH2 0.57 7.68 0.68 7.68

D7 0.00 33.36 0.71 25.67
PH2D7 0.00 34.63 0.70 27.53

ResNet-101
PH2 0.72 7.48 0.70 7.35

D7 0.66 26.12 0.71 25.85
PH2D7 0.68 27.64 0.69 27.68

Table 3. Comparison of concepts predictions. Performance
comparison of concept prediction (F1-score) and concept expla-
nation error (L2 distance) for different feature extractors on PH2,
Derm7pt and PH2D7 datasets.

concepts RSTR and RDG was null, since the weight of the
FC layer associated with these concepts reduced their im-
portance. As such, we can view this concept contribution
estimation as a second opinion to the predicted concepts
by the concept encoder. Similar conclusions are applica-
ble to the third example of Figure 3. This way, since the
textual explanation relies only on concepts with a positive
contribution, the final decision is sustained by valid argu-
ments and correctly identified concepts. Regarding the vi-
sualization of the learned concepts by the concept encoder,
we can observe that the highlighted regions coincide with
the lesion region, evidencing critical areas for the detec-
tion of melanoma, and which are clinically coherent with
the common signs of melanoma according to the ABCD
rule [29]: asymmetry, border irregularity, multi-color and
dermoscopic structure. In the second example (second line
of Figure 3), the image was correctly classified as “Nevus”
and the estimated concepts by the concept encoder were
also predicted correctly, except the RDG concept. Never-
theless, this concept is included in the textual justification
for having a positive contribution to the final decision.

Concepts Localization Coherence To assess whether the
proposed strategy provides consistent concept locations
along different CNN architectures, we measured the cor-
relation between the activations of different architectures.
For this, we determined the highly activated regions of each
concept by thresholding its activation map (based on the
activations distribution of training data). The binary maps
obtained from each model were compared using the Dice
coefficient in a pairwise manner. Table 4 reports the av-
erage dice similarity coefficient (DSC) between the binary
concept maps predicted by the proposed model using three
feature extractors (ResNet-101, DenseNet-201 and SERes-
Next). The concepts are consistent among the different
model architectures since the Dice coefficient is relatively
close to the perfect value, i.e. 1.0. The lack of results for

the remaining concepts is due to the disagreement between
the different models in correctly predicting those concepts.
Additionally, we also measured the correlations between
the feature representations of each highly activated region
along different architectures. Specifically, we calculated the
average cosine similarity between the features representa-
tion of each set of concept patches of the same concept,
using the feature extractors mentioned above. The results
on test set are reported in Table 4, and indicate a high sim-
ilarity between the concepts, confirming the consistency of
the concept encoder in activating meaningful concept loca-
tions. The omission of results for some concepts, namely
ISTR and RS, is due to the less representativity of these
concepts in the data, causing incorrect predictions, i.e., a
null contribution of the concept to the prediction.

Concept Cosine Similarity DSC
ResNet DenseNet SEResNeXt

TPN 0.92 0.86 0.89 0.78
BWV 0.89 - - -
APN 0.85 0.84 0.83 0.80
RSTR 0.86 0.83 0.84 0.91
RDG 0.92 0.83 0.85 0.81
IDG 0.95 1.00 0.89 -

Table 4. Concepts location consistency. Cosine similarity be-
tween the feature representations of the concept patches for each
dermoscopic concept. The values colored with a gray background
denotes the average dice similarity coefficient (DSC) between the
concept patches generated by different model variants. A value of
1.0 represents a perfect alignment.

4.4. Ablation Studies

Importance of Segmentation Masks For studying the
impact of the segmentation module, we ablated this pre-
processing step from our approach by relying on the raw
images during training. The results are provided in Table
1 and show a clear improvement (Raw vs DLV3) when us-
ing this preprocessing strategy, confirming our insight that
the segmentation module is indeed a hard attention mech-
anism to prevent the model from giving attention to some
artifacts that could impact the model performance. Addi-
tionally, we compared the visual coherence of the feature
maps produced by the concept encoder (Figure 4), and it
can be observed that the use of the segmentation module
decreases the attention given to the background, but does
not completely focus on the region of the lesion. However,
its combination with the coherence loss the attention con-
centrates solely on the lesion region.

Effect of Regularization Components To examine the
effectiveness of each regularization term in the global ob-
jective function, we have incrementally added to the clas-
sification loss LA each of the loss components to perceive
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Image Class Label Concepts and Contributions Textual Explanation

Melanoma

GT: APN, ISTR,  IDG,
BWV,  RS
Predicted: APN, RSTR,
RDG, IDG, BWV

This is Melanoma because the existence of 
atypical pigment network (30.46%),
irregular dots and globules (31.83%),
and blue-whitish veils (37.72%) confirms
this diagnosis. 

APN (30.46%) IDG (31.83%) BWV (37.72%)

This is not Melanoma because the existence
of typical pigment network (31.93%),
regular streaks (35.83%) and regular dot
and globules (32.24%) confirms this
diagnosis. 

GT: TPN, RSTR,  RDG

Predicted: TPN, RSTR

TPN (31.93%) RSTR (35.83%) RDG (32.24%)

APN (15.08%) IDG (32.17%) BWV (37.78%) This is Melanoma because the existence of 
atypical pigment network (15.08%),
irregular dots and globules (32.17%), blue-
whitish veil  (37.78%) and regular
structures (37.78%) confirms this diagnosis. 

RS (14.97%)

Predicted

Melanoma
GT

Nevus
Predicted

Nevus
GT

Melanoma
Predicted

Melanoma
GT GT: APN, ISTR,  IDG,

BWV, RS

Predicted: TPN, RSTR,
RDG, IDG

Figure 3. Qualitative results. Examples of provided explanations by our method given skin images of different class labels. Besides the
predicted class label, our model can provide individual concept interpretation and a textual explanation that reflects the estimated concepts
and their contribution (in %) to the final class decision.

Reference

Image Baseline Baseline + Seg. Baseline +  Baseline + Seg. 

    +  (Ours)

Figure 4. Effect of segmentation. Examples of generated feature
maps by the concept encoder showing the improvement in isolat-
ing a concept inside the lesion region as the segmentation strategy
and coherence loss are added to the baseline model.

its effect on the global classification performance. From
the reported results in Table 5, we conclude that by adding
each of the regularization terms described in section 3.3,
the global classification performance is not significantly af-
fected by the imposed constraints. Note that the best perfor-
mance configuration is achieved when all loss components
are jointly considered, accounting for accuracy and inter-
pretability simultaneously (see Figure 4). Compared to the
simplest configuration, which only uses the LA, our consid-
ered objective loss (last configuration of Table 5) does not
significantly impact the overall performance.

5. Conclusions and Future Work
This paper introduces an inherently interpretable

concept-based model for skin lesion diagnosis. Incorpo-
rating the segmentation strategy as a hard attention mech-

Method PH2 D7 PH2D7

LA 94.67 ± 1.89 85.63 ± 0.26 85.99 ± 0.76
LA + Lu 96.00 ± 0.00 86.25 ± 0.51 86.38 ± 0.24
LA + Lm 94.67 ± 1.89 85.00 ± 0.68 86.38 ± 0.41
LA + Lc 96.00 ± 0.00 85.42 ± 0.29 85.51 ± 0.41
LA + Lm + Lu 94.67 ± 1.89 86.15 ± 0.15 85.41 ± 0.14
LA + Lu + Lc 96.00 ± 0.00 85.52 ± 0.39 86.09 ± 0.24
LA + Lm + Lu + Lc 96.00 ± 0.00 85.73 ± 0.29 85.89 ± 0.27

Table 5. Effect of coherence loss. Comparison of classification
accuracy given different variants of the global objective function
using the DenseNet-101 as feature extractor. The results were ob-
tained in three runs under different seeds.

anism and the coherence loss term into a general concept-
based approach assures the visual coherence of concept ac-
tivations by the concept encoder whilst enhancing individ-
ual concept interpretation and improving the overall clas-
sification accuracy of skin lesion diagnosis. Because of
the constraints imposed by the interpretable internal archi-
tecture, our experiments demonstrated that our model per-
formed comparably and in many cases was even superior
to the black-box and baseline competitors. However, our
approach is dependent on concepts annotations. In future
work, we intend to adopt self-supervised techniques to mit-
igate this dependency. Nevertheless, we hope our method
will be helpful for further investigation in inherently inter-
pretable models and to encourage the trustworthiness and
acceptance of automated diagnosis systems in daily clinical
routines.
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