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Abstract

Although face recognition has made impressive progress
in recent years, we ignore the racial bias of the recogni-
tion system when we pursue a high level of accuracy. Pre-
vious work found that for different races, face recognition
networks focus on different facial regions, and the sensitive
regions of darker-skinned people are much smaller. Based
on this discovery, we propose a new de-bias method based
on gradient attention, called Gradient Attention Balance
Network (GABN). Specifically, we use the gradient atten-
tion map (GAM) of the face recognition network to track
the sensitive facial regions and make the GAMs of different
races tend to be consistent through adversarial learning.
This method mitigates the bias by making the network focus
on similar facial regions. In addition, we also use masks
to erase the Top-N sensitive facial regions, forcing the net-
work to allocate its attention to a larger facial region. This
method expands the sensitive region of darker-skinned peo-
ple and further reduces the gap between GAM of darker-
skinned people and GAM of Caucasians. Extensive experi-
ments show that GABN successfully mitigates racial bias in
face recognition and learns more balanced performance for
people of different races.

1. Introduction
With the development of deep learning [14, 19, 27, 30–

32,37], the accuracy of the face recognition (FR) algorithm
has reached a high level [5,15,35]. However, with the emer-
gence of more and more applications based on face recogni-
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Figure 1. (a) Average faces of four races in the RFW dataset.
(b) Average GAM generated by Baseline (ArcFace-34). (c) Aver-
age GAM generated by our Gradient Attention Balance Network
(GABN). (d) Results on RFW dataset: We calculated standard de-
viation (STD) and skewed error ratio (SER) with the average ac-
curacy of 4 races. STD and SER are used as the fairness criterion
(specifically introduced in the SEC 4.1). Compared with the base-
line of ArcFace-34 backbone, GABN improves the overall accu-
racy of face recognition and mitigates bias. GABN reduces STD
from 1.11 to 0.56 and SER from 1.65 to 1.30. (e) Different adver-
sarial training methods.

tion, its potential racial discrimination is attracting people’s
attention [1,3]. For example, Amazon’s recognition tool in-
correctly matched the photos of 28 U.S. congressmen with
the photos of criminals (error rate up to 39%). This unfair
prediction leads to unfair treatment of different population
groups. Therefore, it is very important to solve the problem
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Figure 2. (a) This image is from [8]. Average Gram-CAM for
dark skintone and light skintone generated by Crystalface. (b) This
image is from [23]. Average Gram-CAM for dark skintone and
light skintone generated by ArcFace. (c) Ours. Average GAM
generated by ArcFace.

of racial bias in the face recognition system.
Previous studies [6, 13, 17, 25, 33, 43, 44] have shown

that the bias of face recognition comes from data and al-
gorithms. Since the commonly used public large-scale
datasets [15, 18, 21, 24, 26], such as CASIA-WebFace [42],
VGGFace2 [4], and MSCeleb-1M [11] are collected from
the Internet, they inevitably encode race, gender, and age
biases. Some studies [22, 36, 38, 39] propose new and more
balanced datasets. However, some studies [7–9, 36, 38, 39]
have proved that the racial bias of the models trained with
such balanced datasets cannot be eliminated completely.
Therefore, we also need to mitigate this bias through al-
gorithms. Wang et al. [36, 39] propose the adaptive margin
loss functions based on reinforcement-learning and meta-
learning. Both methods use additional small fair datasets to
guide the network to select the best margin for each race.
Gong et al. [9] propose a network that generates disentan-
gled representations. This method mitigates bias by disen-
tangling identity features and other demographic attribute
features. They [10] also propose a method based on adap-
tive convolution kernel (GAC). GAC mitigates racial bias
by introducing an additional group adaptive classifier. It
is worth noting that the previous racial de-bias algorithms
based on adversarial training mainly have two ways: 1) The
method of feature alignment. 2) The method of feature dis-
entangle [7, 9], as shown in Fig. 1 (e). Both of these meth-
ods delete racial features, resulting in the accuracy of face
recognition lower than baseline. However, our method is to
align the GAM of different races through adversarial train-
ing. In addition, our method not only improves fairness, but
also improves model accuracy.

Some recent studies [8,23] have used Grad-cam [28] for
visualization and found that face recognition networks at-
tend to different facial regions, depending on the race, as
shown in Fig. 2. For darker-skinned people, the face recog-

(a) Baseline

(b) GABN

Figure 3. Comparison of confidence curves of four races (BUPT-
Balancedface dataset). Confidence refers to the prediction proba-
bility value of the network for the category of the input image. (a)
Confidence curve of Baseline (ArcFace-34). There is a gap in the
confidence of different races. (b) Confidence curve of GABN. The
gap between different races has narrowed.

nition network will pay more attention to a local region,
such as the region near the nose for Africans. For Cau-
casians, the face recognition network focuses on a larger
region. Inspired by Wang et al. [34], we designed an image-
leve map, called gradient attention map (GAM), as shown in
Fig. 2. Grad-cam calculates the map based on the last con-
volution layer of the network and prefers to highlight the
decision-making region. However, GAM can locate sensi-
tive region more accurately. We used GAM for visualiza-
tion and found a similar phenomenon: the sensitive region
of darker-skinned people is smaller than that of Caucasians,
and the sensitive region of darker-skinned people tends to
be a local region, as shown in Fig. 1 (b). Some studies [39]
verified that darker-skinned people are more susceptible to
noise and image quality than Caucasians. We think this is
because face recognition networks pay more attention to
local regions for darker-skinned people. This inconsistent
sensitive region leads to racial bias in face recognition net-
works. In addition, we also found that during training, the
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network’s confidence of different races is inconsistent, and
this inconsistency will not completely disappear with the
training, as shown in Fig. 3 (a). Confidence refers to the
prediction probability value of the network for the category
of the input image. We believe that this inconsistency in
confidence also introduces racial bias. To solve the above
problems, we propose a new de-bias algorithm based on
gradient attention, called Gradient Attention Balance Net-
work (GABN). To solve the problem of inconsistent atten-
tion region, we propose two methods: 1) GAM consistency
training (GAM-CT): As shown in Fig. 4, we use the face
recognition network (NetworkID) as a generator to gener-
ate the GAM of each image. In addition, we train a GAM
race classification network (NetworkGAM−CT ) and use it
as a discriminator. Then, we improve the consistency of
GAM of different races through adversarial learning. 2)
GAM guided sensitive facial region erasure (GAM-SFRE):
We try to use a special method to expand the sensitive re-
gion of the network on darker-skinned people and reduce
the gap between darker-skinned people and Caucasians, as
shown in Fig. 4. Under the guidance of GAM, we erase the
Top-N sensitive regions in the image by generating masks,
forcing the network to allocate attention to a larger facial
region. In addition, to solve the problem of inconsistent
confidence, we try to add confidence balance loss to the ob-
jective function. After adding the confidence balance loss,
the confidence gap between the 4 races is reduced, as shown
in Fig. 3(b). It is worth noting that our confidence balance
loss is to obtain balanced confidence, not to maximize con-
fidence.

A brief comparison between the baseline (ArcFace-34
[5]) and our method (GABN) is sketched in Fig. 1. Com-
paring (b) and (c) in Fig. 1, we can see that our method
enables the face recognition network to pay more consis-
tent attention to different races, and successfully enables the
face recognition network to allocate attention to a larger fa-
cial region. As shown in Fig. 1(d), our method not only en-
hances the overall accuracy but also greatly mitigates racial
bias (STD, SER).

The main contributions of this work are as follows:

• We propose a new face recognition de-bias algorithm
called gradient attention balance network (GABN). To
our best knowledge, this is the first work to mitigate the
racial bias of face recognition by improving the con-
sistency of gradient attention map (GAM) of different
races through adversarial learning (GAM-CT), which
provides a new perspective to improve face recogni-
tion fairness. Unlike previous work based on feature
disentangle or feature alignment, our method is based
on GAM alignment.

• Face recognition networks pay more attention to local
regions for darker-skinned people. To further reduce

the performance gap between darker-skinned people
and Caucasians, we use GAM guided sensitive facial
region erasure (GAM-SFRE) to force the attention of
the network to be allocated to a larger facial region.
This method reduces the overfitting of darker-skinned
people and improves the fairness of the network.

• Extensive experiments on the BUPT-Globalface [36],
BUPT-Balancedface [36], and RFW [38] datasets
show that our gradient attention balance network
(GABN) shows more balanced performance.

2. Related Work
Bias Mitigation in Face Recognition. To mitigate the

statistical bias of face recognition models, a variety of de-
bias techniques [7–10, 36, 38, 39] have emerged. Wang et
al. [38] proposed an information maximization adaptation
network to mitigate the bias through domain adaptation. Af-
ter that, Wang et al. [36, 39] proposed adaptive balance net-
works based on reinforcement-learning and meta-learning.
They introduced a small and balanced verification set to
guide the selection of margin parameters for each race dur-
ing training. Xu et al. [41] proposed a new loss function to
mitigate the bias by improving the consistency of false pos-
itives. Gong et al. [9] proposed using adversarial learning
to disentangle the demographic attribute features and iden-
tity features. Recently, they [10] proposed a group adaptive
classifier based on estimating demographic attributes to fur-
ther improve the method. Unlike previous work, our GABN
aims to make the network have similar gradient attention to
people of different races. Mitigate racial prejudice by im-
proving the consistency of gradient attention.

De-bias Algorithm Based on Adversarial Learning (Face
Recognition). Adversarial learning is widely used in the
de-bias task of face recognition. Gong et al. [9] proposed
to use the disentangled representation for face recognition.
They used an adversarial network with four classifiers, one
for face recognition and the other three for demographic at-
tributes. Adversarial learning is used to confuse and delete
demographic information in features, so as to mitigate po-
tential bias. Recent work [7] proposed a new de-bias algo-
rithm based on adversarial learning. They also disentangle
the features of identity and demographic attributes through
adversarial learning. The difference is that their work is
based on the pre-trained model. Some work [2, 20, 40] has
also used similar methods to eliminate sensitive informa-
tion. Because demographic attribute features are an indis-
pensable part of face identity, this method reduces the over-
all accuracy of face recognition. Different from previous
work [7, 9], our GABN uses adversarial learning to make
the network have similar gradient attention to people of dif-
ferent races. GABN not only mitigates the bias but also
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improves the overall accuracy.

3. Methodology
3.1. Problem Statement

We visualized the images of 4 races to get the corre-
sponding GAM. It is found that the sensitive region of
darker-skinned people is small and that of Caucasians is
large, as shown in Fig. 1(b). Fig. 1(b) is the average GAM
of 4 races in the RFW dataset. We believe that this incon-
sistency in sensitive region introduces racial bias. In addi-
tion, when we trained the network, we found that the net-
work’s confidence in the 4 racial groups was inconsistent,
as shown in Fig. 3(a). Therefore, we propose two methods
to solve the problem of inconsistent attention region: 1) We
use GAM consistency training (GAM-CT) to improve the
similarity of GAM. 2) We use GAM guided sensitive facial
region erasure (GAM-SFRE) to force the GAM of darker-
skinned people to tend to a larger facial region. We also
propose to use confidence balance loss to solve the prob-
lem of inconsistent confidence. Specific details will be in-
troduced in this section. The detail procedure of GABN is
summarized in Algorithm 1.

3.2. Gradient Attention Map (GAM)

To know which facial regions are mainly concerned by
the face recognition network (NetworkID), we use GAM
to accurately locate the sensitive facial regions. As shown
in Fig. 2, GAM is the image-level map. Each value of
GAM accurately represents the sensitivity of NetworkID
to the corresponding pixels in the face image. As shown in
Fig. 4(steps 1 and 2), forward propagation is used to obtain
the probability value Pi of each class (identity). Then, cal-
culate the relative magnitude TGAM of the maximum prob-
ability value Pmax predicted by NetworkID and the prob-
ability value Pi of other classes. The formula is as follows:

TGAM =

∑N
i=1(Pmax − Pi)

N
(1)

where N represents the number of identity categories. Be-
cause any perturbation will affect Pi and Pmax, we use
TGAM as the objective function for backward propagation
to obtain the gradient value and the GAM. The formula is
as follows:

GAMx,y = max(∇x,y(abs(TGAM ))) (2)

where x and y represent pixel coordinates, ∇ represents
the gradient value, the function max(·) calculates the max-
imum value along channel axis and the function abs(·) ob-
tains the absolute value of each pixel. It is worth noting
that Grad-cam [28] is based on the last convolution layer of
the network, which tends to highlight the decision-making

region. GAM generates a map at the image-level to locate
sensitive region. The positioning accuracy of GAM will
be higher, but the attention distribution will be sparse, as
shown in Fig. 2.

3.3. GAM Consistency Training (GAM-CT)

We use adversarial learning to improve the consistency
of GAM among different races, as shown in Fig. 4(steps
3 and 4). Unlike previous works based on feature dis-
entangle or feature alignment, our method is based on
GAM alignment. Firstly, a GAM race classification net-
work (NetworkGAM−CT ) is trained to classify the races
of GAM. The input of NetworkGAM−CT is the GAM of
each image, and the output is the race corresponding to each
GAM. NetworkGAM−CT consists of resnet-18 [12] and
fullly connected layer. The number of input channels of the
first convolution layer of resnet-18 [12] is changed to 1 (the
dimension of GAM is W×H×1). The loss function Lcls of
NetworkGAM−CT is the standard cross entropy loss func-
tion:

Lcls = − 1

N
·

N∑
i=1

log
eW

T
yi

xi+byi∑n
j=1 e

WT
j xi+bj

(3)

where xi denotes the deep feature of the ith sample, be-
longing to the yith class. Wj denotes the jth column
of the weight W and bj is the bias term. The batch
size and the class number are N and n. Then, we use
NetworkGAM−CT as discriminator and face recognition
network (NetworkID) as generator for adversarial training.
NetworkGAM−CT provides an adversarial loss Ladv for
face recognition network (NetworkID). Ladv will make
NetworkID generate GAM in which NetworkGAM−CT

cannot distinguish race. It is well known that a uniform dis-
tribution has the highest entropy and presents the most ran-
domness. If an optimal classifier operating on GAM always
produces a posterior probability of 1

N for all categories in
the racial attribute, it means that the GAM generated by the
NetworkID has a consistent sensitive region of different
races. N represents the number of race. Therefore, we de-
fine the adversarial loss Ladv as:

Ladv = −
N∑

n=1

(
1

N
· (log eNetworkGAM−CT (GAM)n∑N

j=1 e
NetworkGAM−CT (GAM)j

))

(4)
where N is the number of races. GAM-CT enables the face
recognition network to pay more consistent attention to dif-
ferent races. See supplementary materials for specific algo-
rithm process.

3.4. GAM Guided Sensitive Facial Region Erasure
(GAM-SFRE)

To further improve fairness, we use GAM guided sensi-
tive facial region erasure (GAM-SFRE) to expand the facial
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Figure 4. An illustration of our method. 1) NetworkID forward propagation to get TGAM . 2) NetworkID backward propagation to
obtain gradient attention map (GAM). 3) We input GAM into GAM race classification network (NetworkGAM−CT ) for training, so that
the network can distinguish GAM of different races. 4) We use NetworkGAM−CT as a discriminator. It provides an adversarial loss Ladv

for face recognition network (NetworkID). Ladv will make NetworkID generate GAM in which NetworkGAM−CT cannot distinguish
race. 5) According to GAM, calculate the Top-N sensitive regions, and use mask to erase the image. Then we input the erased image into
the NetworkID for training. 6) We use Lconf , LID and Ladv for backward propagation and update the parameters of NetworkID .

region of darker-skinned people, as shown in Fig. 4 (step
5). First, we search each pixel of GAM and sort them in
descending order according to the attention value of each
pixel. Then, we select Nmask pixels with the highest at-
tention value as the central point Cmask

n of the mask. The
mask we use is a rectangular block with its height less than
hmask and its width less than wmask. Finally, we overlay
the mask to the corresponding position of the original im-
age, and then input the image into the network for training.
See supplementary materials for specific algorithm process.

3.5. Objective Function

As described in SEC 3.1, we believe that this inconsis-
tency in confidence is also one of the factors leading to
racial bias. Therefore, based on the objective function of
ArcFace [5], we add a confidence balance loss to reduce
this inconsistency. The details are as follows: 1) The nor-
malized features and weights are inputted into the loss func-
tion of ArcFace (additive angular margin penalty) to get the
probability value Pi of each class, and get the maximum
probability value Pmax from it, which is called confidence.
2) Calculate the number of samples with Pmax less than the
threshold Tconfidence in the current batch (nconfidence). 3)

Get confidence balanced loss function:

Lconf =
nbatch − nconfidence

nbatch
(5)

where nbatch represents the number of samples in current
batch. 4) Finally, we combine Lconf , LID and adversarial
loss Ladv in GAM-CT to obtain the final objective function
LFinal. Here, Lconf and Ladv are taken as the penalty co-
efficient.

LID = − 1

N

N∑
i=1

log
es(cos(θyi+m))

es(cos(θyi+m)) +
n∑

j=1

es(cos(θj))
(6)

K = Lconf + Ladv (7)

LFinal = − 1

N

N∑
i=1

log
es(cos(θyi+m))

es(cos(θyi+m)) +
n∑

j=1

es(cos(θj+K))

(8)
We update the parameters of face recognition network

(NetworkID) by minimizing LFinal.
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Table 1. Verification performance (%) of protocol on RFW with SOTA methods ([BUPT-Globalface, ResNet34, Loss-ArcFace]).

Methods Caucasian Indian Asian African Avg Fairness
STD SER

Baseline (ArcFace) [5] 97.37 95.68 94.55 93.87 95.37 1.53 2.33
M-RBN [36] 97.03 95.58 94.40 95.18 95.55 1.10 1.89
RL-RBN [36] 97.08 95.63 95.57 94.87 95.79 0.93 1.76

MBN [39] 96.87 96.20 95.63 95.00 95.93 0.80 1.60
GABN (Ours) 97.21 96.06 95.73 95.51 96.13 0.75 1.60

Table 2. Verification performance (%) of protocol on RFW with SOTA methods ([BUPT-Balancedface, ResNet34, Loss-ArcFace]).

Methods Caucasian Indian Asian African Avg Fairness
STD SER

Baseline (ArcFace) [5] 96.18 94.67 93.72 93.98 94.64 1.11 1.65
ACNN [16] 96.12 94.55 93.67 94.00 94.58 1.08 1.63

PFE [29] 96.38 94.60 94.27 95.17 95.11 0.93 1.58
DebFace [9] 95.95 94.78 94.33 93.67 94.68 0.96 1.56
GAC [10] 96.02 94.22 94.10 94.12 94.62 0.93 1.48

RL-RBN [36] 96.27 94.68 94.82 95.00 94.64 0.73 1.43
MBN [39] 96.25 95.32 94.85 95.38 95.45 0.58 1.37

GABN (Ours) 95.78 95.21 94.51 94.71 95.05 0.56 1.30

4. Experiments

4.1. Experimental Setting

Dataset: Our bias study uses BUPT-Balancedface [36]
and BUPT-Globalface datasets [36] for training and RFW
[38] datasets for testing. BUPT-Balancedface consists of
faces of 4 races: Caucasians, Asians, Indians, and Africans.
This dataset contains 1.3 million images of 28K celebrities,
with about 7K identities per race. BUPT-Globalface con-
tains 2 million images of 38K celebrities, whose racial dis-
tribution is roughly the same as the real distribution of the
world’s population. RFW consists of faces of 4 races: Cau-
casians, Asians, Indians and Africans. Each subset of RFW
contains about 10K images of 3K identities.

Evaluation Protocol. The evaluation protocol we used
are consistent with the previous work [9, 10, 36, 39]. We
calculated standard deviation (STD) and skewed error ratio
(SER) with the average accuracy of 4 races. STD and SER
are used as the fairness criterion. STD reflects the amount
of dispersion of accuracies of different races. SER is com-
puted by the ratio of the highest error rate to the lowest er-
ror rate among 4 races. SER =

maxErrorg
minErrorg

, where g in
Caucasian, Indian,Asian,African.

Implementation details: For preprocessing, we use 5
facial landmarks for similarity transformation, then crop
and resize the images to 112 × 112 pixels. Each pixel ([0,
255]) in RGB images are normalized by subtracting 127.5

and then being divided by 128. Consistent with the previ-
ous work [9, 10, 36, 39, 41], the CNN architecture we use
is ResNet-34 [12]. The CNN model is trained on 3 GPUs
(NVIDIA GeForce 1080Ti). The models are trained by
the SGD algorithm, with momentum 0.9 and weight de-
cay 5e-4. We set the scale and margin as s = 64 and m
= 0.35 according to the common settings in the previous
work [41]. The confidence threshold Tconfidence is set to
70%. On BUPT-Balancedface, the batch size is set to 200,
the learning rate starts from 0.1 and is divided by 10 at 9,
15, 20 epochs. The training process is finished at 30 epochs.
On BUPT-Globalface, the batch size is set to 250, we di-
vide the learning rate at 9, 15, 20 epochs and finish at 40
epochs. Our GAM race classifier uses ResNet-18 [12], in
which the number of input channels of the first convolution
layer of ResNet-18 is changed to 1. The GAM race classi-
fier is trained by the SGD algorithm, with momentum 0.9
and weight decay 5e-4. Its learning rate starts from 0.1 and
is divided by 10 at 9, 15, 20 epochs. It should be noted that
the face recognition network and GAM race classifier are
trained in turn.

4.2. Comparisons with SOTA Methods

Consistent with the previous work [9, 10, 16, 29, 36, 39],
we train a ResNet-34 model on BUPT-Globalface, use the
loss function of ArcFace [5], and then report the results on
RFW protocol, as shown in Table 1. Compared with the
SOTA results, GABN reduces STD to 0.75 and SER to 1.60.
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Algorithm 1 GABN (GAM-CT + GAM-SFRE)
Require:
Original facial images IO.
Gradient attention map GAM .
Max number of epochs E.
Number of network updates per epoch B.
Mask count N .
Ensure:
Face recognition network NetworkID.
GAM race classification network NetworkGAM−CT .
For e in E

For b in B
FP NetworkID to obtain Pmax and Pi;
Use Pmax to get Lconf ;
Use formula 1 in the paper to get TGAM ;
BP NetworkID to obtain GAM (formula 2);
Get the erased image IE guided by GAM :
n = 0;
For n in N

i, j = coordinate of the nth largest value;
Ht = Rand(1, Hmask);
Wt = Rand(1, Wmask);
Use a rectangle with Ht and Wt to erase IO;

Training NetworkGAM−CT ;
BP to optimize NetworkGAM−CT (formula 3);
Training NetworkID;
FP NetworkGAM−CT to get Ladv (formula 4);
Use Lid, Lconf and Ladv to get Lfinal;
Use Lfinal to optimize NetworkID.

We also used the same method to conduct experiments on
BUPT-Balancedface, as shown in Table 2. Compared with
the SOTA results, GABN reduces STD to 0.56. Compared
with DebFace [9], which is also based on adversarial learn-
ing, our method not only obtains lower STD and SER but
also improves the overall accuracy of the model. The above
results show that our method has achieved competitive per-
formance on both balanced and unbalanced datasets.

4.3. Ablation Study

To investigate the efficacy of our method, we conduct a
lot of ablation studies. The setup of ablation study is consis-
tent with that described in SEC 4.1. We use the framework
of ArcFace-34, then train Baseline and GABN on BUPT-
Balancedface dataset, and test on RFW dataset.

Effect of the confidence balanced loss. We use
Tconfidence to control the confidence threshold. Table 3 re-
ports the results of different Tconfidence. Tconfidence is not
the higher the better. The best results are obtained when
we set Tconfidence to 70%. This is in line with our expec-
tations, because our confidence balanced loss is to obtain a
more balanced confidence, not to maximize the confidence.

Figure 5. (a) Comparison of average GAM of 4 races of Baseline
and GABN. We convert GAM from gray to color. Red represents
greater attention.

We use this setting in later experiment.
Effect of the GAM-SFRE. To study the effectiveness

of GAM-SFRE module, We compare our GAM-SFRE with
random erasure (RE). We keep the settings of RE and
GAM-SFRE consistent and conduct experiments. The re-
sult of our method is better than random erasure, as shown
in Table 4. We explain the reasons as follows: Although
random erasure increases the diversity of samples, most of
the random erasure regions are insensitive, which makes the
performance improvement of the network limited. How-
ever, our method is based on GAM guidance for erasure.
Each erased region is a sensitive region, forcing the net-
work to focus on a larger facial region, so as to effectively
reduce overfitting. We also compared RE and GAM-SFRE
through visualization, as shown in SEC 4.4.

Effect of the GAM-CT. To study the effectiveness of
GAM-CT module, we use GAM-CT for ablation study, as
shown in Table. 4. When we used GAM-CT, the STD de-
creased to 0.63.

We can get better results than Baseline when we use
GAM-CT or GAM-SFRE. This shows that these compo-
nents can effectively improve the fairness of the model.
When we use these modules at the same time, we can get
the performance of SOTA. We summarize the best results
of each module in Table 4.

4.4. Visualization and Analysis

To prove that our method improves the consistency of
GAM of different races, we visualize GAM. We use the
method introduced in SEC 3 to obtain the GAM of each im-
age in the RFW dataset and calculate the average GAM of 4
races. As shown in Fig. 5, in the average GAM of the 4 races
obtained by Baseline, the sensitive region of Caucasians is
large and that of darker-skinned people is small. However,
the sensitive region of GABN has higher consistency and
larger sensitive region. This shows that our GABN has suc-
cessfully reduced the attention gap between different races.
In addition, we also visualize the GAM of random erasure
(RE) and GAM-SFRE, as shown in Fig. 6. RE can expand
sensitive region, but the effect is very small. GAM-SFRE
can expand the region to the whole face, and the effect is
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Table 3. Verification performance (%) of different threshold of confidence balanced loss (Tconfidence).

Methods Tconfidence Caucasian Indian Asian African Avg Fairness
STD SER

Baseline - 96.18 94.67 93.72 93.98 94.64 1.11 1.65
60% 95.21 94.65 93.73 94.05 94.44 0.66 1.31

+ confidence 70% 96.23 95.41 94.66 95.15 95.36 0.65 1.42
balanced loss 75% 96.13 95.06 94.45 94.83 95.12 0.72 1.43

80% 95.61 94.36 93.58 93.88 94.36 0.89 1.46

Table 4. Ablation of different components on the RFW protocol. +Random erase is the result of using random erase (RE).

Methods Caucasian Indian Asian African Avg Fairness
STD SER

Baseline (ArcFace-34) 96.18 94.67 93.72 93.98 94.64 1.11 1.65
+ Random Erase 96.20 95.40 94.57 94.57 95.18 0.78 1.43

+ confidence balance loss 96.23 95.41 94.66 95.15 95.36 0.65 1.42
GAM-CT 95.93 95.20 94.41 94.90 95.11 0.63 1.37

GAM-SFRE 96.16 95.43 94.63 95.08 95.32 0.64 1.39
GABN (GAM) 95.78 95.21 94.51 94.71 95.05 0.56 1.30

Figure 6. GAM comparison diagram of random erase (RE) and
GAM-SFRE.

remarkable.

4.5. Limitation Analysis

As shown in Fig. 4, GABN needs 2 backward prop-
agation to train 1 step. The first backward propagation
generates GAM, and the second backward propagation up-
dates the parameters. In addition, we need to train a GAM
race classification network (NetworkGAM−CT ). We train
on 3 GPUs (NVIDIA Geforce 1080TI), which takes about
2.2 times longer than baseline (ArcFace-34). However, we
think the training time is within the acceptable range.

5. Conclusion
In this paper, we propose a de-bias network (GABN)

based on gradient attention and adversarial learning to re-
duce racial bias. GABN improves the consistency of gra-
dient attention map (GAM) of different races through ad-

versarial learning. In addition, GABN also uses GAM
guided sensitive region erasure to expand the sensitive re-
gion of darker-skinned people, further reducing the perfor-
mance gap between darker-skinned people and Caucasians.
Comprehensive experiments show the effectiveness of our
GABN.
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