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Abstract

Low-light image enhancement (LLIE) is an ill-posed inverse problem due to the lack of knowledge of the desired image which is obtained under ideal illumination conditions. Low-light conditions give rise to two main issues: a suppressed image histogram and inconsistent relative color distributions with low signal-to-noise ratio. In order to address these problems, we propose a novel approach named FLIGHT-Net using a sequence of neural architecture blocks. The first block regulates illumination conditions through pixel-wise scene dependent illumination adjustment. The output image is produced in the output of the second block, which includes channel attention and denoising sub-blocks. Our highly efficient neural network architecture delivers state-of-the-art performance with only 25K parameters. The method’s code, pretrained models and resulting images will be publicly available.

1. Introduction

A low-light image can be defined as an image captured in deficient illumination conditions that do not fully excite the detector. Hence, the output image is not even close to have ideal histogram distributions. In such conditions, a dedicated algorithm enhancing the image is needed to present a better image and to help increasing the performance of consequent blocks which are trained or tuned under normal lightning conditions, such as object detection, etc.

Global or local image histogram equalization techniques [4, 36] are the first-thought candidates to solve the low-light image enhancement problem. However, they do not employ spatial information and work in pixel level that does not include surrounding content information. On the other hand, using deep neural network architectures, spatial information can be utilized and combined with color information in different scales. Therefore, deep neural architectures recently provide superior performance for low-light image enhancement problem as in most of other low-level and high-level vision problems.

For most of the applications, low-light image enhancement should be implemented in image signal processing (ISP) framework of a camera. ISP frameworks process the data in real-time, and include some certain blocks. Hence, it can be argued that the most crucial requirements for LLIE should be computational memory and complexity while not sacrificing from the visual quality. In recent years, there are some studies [19, 30] that handles all the blocks of ISP blocks in a single network. However, it is not easy to deploy such a network of multi-million parameters in an edge device, i.e. surveillance camera. Therefore, it is crucial to have lightweight blocks to handle unusual conditions in ISP framework. The proposed solution is a good candidate for such cases to deploy in an edge device.

Inspired by several recent studies [3, 30], we propose...
a feather-light network with carefully designed blocks to match the problem’s nature at the hand instead of throwing all of the information into a huge network and hope to get the right output by some “deep magic”. As with the previous studies, we model the LLIE as an image generated as reflectance multiplied by illumination. For this purpose, first, we strive to achieve pixelwise scene illumination. Using such an approach, we achieve an equalized the image histogram while handling uneven illumination at the same time. Since the input signal has very low SNR, there exist inherent noise in the input and this becomes visible with the illumination adjustment, the noise and color inconsistencies should be taken care of by the subsequent blocks. To solve these problems, we utilize the ideas presented in recent approaches [8, 10, 30] that addresses these problems using channel and spatial attention blocks [7, 25]. In simple terms these attention mechanisms enable selective feature extraction for image enhancement and denoising.

We propose a novel efficient neural network architecture named FLIGHT-Net is proposed for low-light image enhancement problem. It is shown that FLIGHT-Net gives outstanding results compared the state of the art. To the best of our knowledge, it is the lightest network that achieves great balance between run-time and performance among supervised learning LLIE methods.

2. Related Work

As in high-level vision tasks, the solutions based on deep neural architectures provide most successful results for image restoration tasks. Before deep learning era, traditional methods also give satisfactory results up to a point. Global and local histogram equalization methods [4, 36] are most well-known solutions for the LLIE problem. Furthermore, Retinex theory increased the understanding of the problem from a more theoretical point of view. Following Retinex theory, in LIME [6], the overall solution is based on illumination map estimation (IME) approach. Although the IME approach is inspiring, being a traditional method LIME [6] failed to generalize well on different scenarios. On the other hand, IME block kept its existence on different deep learning approaches such as [3, 29] and it is also a part of our proposed solution.

Starting from the pioneer work [17], the deep learning based LLIE methods can be categorized according to general deep learning strategies. In other words, deep LLIE methods can be divided into four main categories as supervised learning [3, 22, 23, 26, 34], semi-supervised learning, zero-shot learning [5, 12, 35] and unsupervised learning. Although the number of other types of methods is also notable, the core part of the literature is formed by supervised and zero-shot learning based methods.

In supervised learning based methods, there are two main approaches. The first approach is to extract the enhanced image by using a single end-to-end network [14, 22]. The second and mostly utilized approach is to design the subnetworks according to the Retinex theory [11]. In these approaches, subnetworks are designed to reconstruct the illumination and reflectance parts of the enhanced image. In [23], two main blocks called Decom-Net and Enhance-Net are used to extract illumination and reflectance maps and then adjust the illumination according to the decomposed maps. Illumination adjustment is handled by pixelwise enhancement block in [3], while color correction is solved using a transformer block.

It is not easy to build a setup with the ground truth and low-light image pair required by the problem. Therefore, more recently, zero-shot learning methods [5, 12, 15, 35] are proposed for LLIE problem. Zero-DCE and its extended version [5, 12] solve the problem by predicting a set of high-order curves for a given image. In [35], a generative strategy is applied to decompose the illumination and reflectance components. After the decomposition, enhanced image is obtained by processing the illumination component. RUAS [15] utilizes again Retinex theory and neural architecture search strategy to determine the basic blocks called illumination estimation and noise removal module. Low-light enhancement problem is also elaborated as a sub-problem in some recent image restoration studies [20, 31, 32].

3. Proposed Method

LLIE can be posed as a reconstruction of the ideal image which is under the ideal light conditions. In this section, the motivation and formulation of FLIGHT-Net are introduced. Then the details of the network are presented.

3.1. Problem Formulation

The proposed method and formulation are inspired by Retinex theory [11] and ISP framework [9]. As it is known, in the Retinex theory, an image consists of reflection and illumination via equation 1:

\[ I = R \cdot L \]  

(1)

where \( I, R, L \) donate image, reflectance and illumination.

Retinex-based deep learning methods estimate an illumination map using low-light image [35]. Estimated illumination maps which is required to obtain a normal light image from a low light image, transform the image on a pixel-by-pixel basis. Furthermore, considering the image acquisition from the camera, a series of transformations are applied to the linear raw RGB image, which makes obtaining normal-light image from low-light image more challenging. The transformation can be expressed as in equation 2.

\[ I = f_{ISP}(S) \]  

(2)
where $S$ denotes camera input and $f_{ISP}$ denotes the whole transformation function obtaining sRGB image from sensor input, i.e. raw data. The quality of an low-light image is affected by two main factors: low illumination and in-camera noise. The sensor input in the sensor layer produces a Raw linear RGB image that is linearly related to the ambient light. To obtain an image similar to a standard light image, the raw linear RGB image can be enhanced using an appropriate gain ratio, eliminating the first degradation of the low-light image. However, the second degradation, in-camera noise, increases linearly with the gain ratio and distorts the image.
Another crucial issue when working with low-light sRGB images is that raw image is processed through a series of non-linear operations such as white balance, gamma correction, noise reduction, contrast enhancement, and edge enhancement, hence it is no longer possible to obtain an normal-light sRGB image with the appropriate gain coefficient using the low-light sRGB image. Cui et.al [3] explains this by stating that the actual luminance degradation occurs in the raw-RGB space in the ISP framework and proposed the IAT network design, which is inspired and characterized the ISP process.

Inspired by Retinex theory [11], the ISP framework [9] and IAT network [3], a new deep learning network called FLIGHT-Net for low-light image enhancement is proposed. FLIGHT-Net is comprised of two primary network blocks: the Scene Dependent Illumination Adjustment (SDIA) block, and the Global ISP block (GISP). The SDIA block modifies the input in a pixel-wise manner, while the GISP block transforms the image globally. The formulation of the proposed method is shown in equation 3:

\[ NLI = f_{GISP}(f_{SDIA}(LLI)) \]

where \( LLI, NLI, f_{SDIA}, f_{GISP} \) represent low-light image, normal-light image, SDIA and GISP blocks respectively.

SDIA block is composed of two separate blocks: illumination map estimator and gain estimator. As stated earlier, a low-light image is an image in which the sensor receives less light than a normal-light image. The gain estimator predicts the required gain ratio necessary to facilitate image enhancement. However, an accurate gain ratio for LLI is not possible due to the ISP applied when capturing the sRGB image. Therefore, the image is transformed using a suitable map (IM), which is the output of the illumination map estimator (IME) block to increase the effect of the gain value. As a result, the input image is mapped to the latent feature space by utilizing the SDIA.

During the process of obtaining the normal-light image from the low-light image, in the SDIA, noise becomes more apparent. This is due to the inherent noise in the low-light image due to low PSNR and when low-light is illumination adjusted the noise is also becomes visible and deteriorates the visual quality. However, since the noise is visible along with the scene itself another network might be selectively diminish the noise while preserving or even enhancing the scene. Indeed our GISP block suppresses the noise while keeping structures intact through embodied attention mechanisms as shown 2c. We can consider GISP block as a transformation from a latent feature space to sRGB space. In other words, color correction, denoise and white balance operations of a typical ISP framework are mimicked via GISP block.

### 3.2. Network Framework

FLIGHT-Net consists of two main network block as shown in Figure 2a. The first block that converts input locally is Scene Depended Illumination Adjustment (SDIA) Network Block, and other block Global ISP Network Block (GISP) that transform its input globally. SDIA include IME and GE block whose outputs are multiplied by the input image on a pixel-wise basis. On the other hand, the output of the GISP block is used directly as the network output.

As previously stated, the low-light image is characterized by insufficient light exposure onto the sensor, resulting in a dark and low dynamic range projection. Multiplying low-light image with a single gain coefficient can be considered as a naive way for obtaining a more pleasing image. However, this is usually not enough due to the non-linear effects introduced in the ISP framework such as local histogram enhancement where each pixel are subject to different illumination and hence need to be individually corrected, so, simply adjusting the gain coefficient alone is not sufficient. Since it may cause over-illumination in some parts, while leaving other areas in darkness. To address this issue more effectively, an IME block has been devised to estimate the illumination adjustment coefficients required for each pixel. Through this estimation process, the input image can be better prepared for gain adjustment block, ultimately leading to a more efficient utilization of the gain coefficient.

The IME block, illustrated in Figure 2b, includes CNN blocks for feature extraction subblocks and local gain coefficient. After feature extraction, the illumination map can be estimated effectively by multiplying map features and the local gain coefficient estimated with the help of LN by the features. At the end of the IME block, the sigmoid activation function is preferred because the IME block is designed to transform the image where the gain coefficient works efficiently.

The GE block in Figure 2b is used to estimate the appropriate gain coefficient depending on its input which might be captured varying light conditions. It consists of CNN blocks to extract features and a linear layer to estimate the required gain coefficient using these extracted features. After gain adjustment, the input image is converted to the latent feature, which is needed for GISP to deliver a normal-light sRGB image on its output.

The GISP block is the second main block of FLIGHT-Net. As stated previously, the main purpose of this block is color correction and denoising. It consists of extended channel attention (ECA) block and dual path fine tune (DF) blocks. The ECA block is the extended version of the CA block in [33]. This block mainly strengthens the information like structures and patterns in the necessary channels while surpassing the unwanted information like noise. In the DF block, the extracted features in the channel are di-
Table 1. Comparative performance results for LOL-v1 dataset

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>24.61</td>
<td>16.77</td>
<td>17.90</td>
<td>19.55</td>
<td>20.86</td>
<td>23.43</td>
<td>23.38</td>
<td>24.96</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.842</td>
<td>0.562</td>
<td>0.70</td>
<td>0.746</td>
<td>0.790</td>
<td>0.863</td>
<td>0.809</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 2. Comparative performance results for LOL-v2-Real dataset

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>21.48</td>
<td>18.37</td>
<td>19.80</td>
<td>20.06</td>
<td>20.29</td>
<td>20.02</td>
<td>17.80</td>
<td>21.71</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.849</td>
<td>0.723</td>
<td>0.813</td>
<td>0.816</td>
<td>0.831</td>
<td>0.820</td>
<td>0.792</td>
<td>0.834</td>
</tr>
</tbody>
</table>

Table 3. Comparative performance results for LOL-v2-Synthetic dataset

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>12.99</td>
<td>14.95</td>
<td>15.43</td>
<td>15.84</td>
<td>17.52</td>
<td>21.09</td>
<td>21.62</td>
<td>22.44</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.44</td>
<td>0.45</td>
<td>0.34</td>
<td>0.49</td>
<td>0.60</td>
<td>0.69</td>
<td>0.77</td>
<td>0.794</td>
</tr>
</tbody>
</table>

Table 4. Comparative performance results for Rellisur dataset

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>14.83</td>
<td>0.531</td>
<td>0.01</td>
<td>1.02</td>
<td>21.13</td>
<td>0.853</td>
<td>38.86</td>
<td>339.69</td>
</tr>
<tr>
<td>SSIM</td>
<td>21.13</td>
<td>0.853</td>
<td>38.86</td>
<td>339.69</td>
<td>24.74</td>
<td>0.851</td>
<td>5.86</td>
<td>309.68</td>
</tr>
<tr>
<td>PSNR</td>
<td>24.61</td>
<td>0.842</td>
<td>0.792</td>
<td>0.846</td>
<td>0.863</td>
<td>0.820</td>
<td>19.51</td>
<td>24.92</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.928</td>
<td>0.809</td>
<td>0.77</td>
<td>0.792</td>
<td>0.846</td>
<td>0.863</td>
<td>0.93</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Table 5. Datasets used in experiments *low-light (LL), normal-light (NL)

4. Experiments

LOL-v1 [24], LOL-v2-real [27], LOL-v2-synthetic [27] and Rellisur [1] datasets are chosen for our experiment. The LOL-v1 dataset is the first real dataset for low-light image enhancement and is used to test many state-of-art networks [3, 22, 23, 26, 27, 34]. The LOL-v2 dataset is the enhanced version of the LOL-v1 dataset. It contains two different training and validation image pairs, a real captured image and a synthetically acquired image. Finally, Rellisur dataset is the first multi-purpose dataset for the problems of low-light image enhancement and super-resolution. Details of the training and validation image pairs of the datasets used in the experiment are summarized in the Table 5.

During training, all experiments are performed in Tesla V100 GPU 16GB. ADAMW optimizer is selected in the training process as in [16]. Batch size is set to 16 and initial leaning rate is $8 \times 10^{-4}$. The network is trained with initial learning rate for 6000 epoch and it reduced linearly 1/10th of it between 6000-12000 epoch. For fine tuning phase, previous scheduling is applied by starting from $4 \times 10^{-4}$.

The loss function consists of two different components. Smooth L1 loss is preferred to ensure that the estimated image pixels are close to the normal-light images. The second
loss is Multi-scale Structure Similarity Index Measure (MS-SSIM), which enforces the network to predict more visually pleasing image. The total loss function is calculated as:

\[ L_{TOTAL} = \alpha_1 L_{L1} + \alpha_2 L_{MS-SSIM} \]  \hspace{1cm} (4)

\( \alpha_1 \) and \( \alpha_2 \) are hyperparameters for balancing the loss functions.

4.1. Comparative LLIE Results

State-of-the-art LLIE [3, 22, 23, 26, 27, 34] along with some image restoration networks [20, 32] are selected for comparison. We report PSNR and SSIM results for LOL-v1, LOL-v2-real, LOL-v2-synthetic and Rellisur datasets in Tables 1, 2, 3 and 4 respectively and their corresponding comparative plots are given in Figure 4. \(^1\) Our method achieve best PSNR results except the LOL-v2-real dataset. For SSIM metric, again, we achieve best performance in three of four datasets with the help of MS-SSIM loss.

Comparative visual results on two images from LOL-v1 dataset for qualitative analysis are presented in Figure 5. In the first image, the effect of our SDIA block can be observed in very dark regions. The output of second image proves the success of our color correction and denoising blocks. The color distribution for this image is the best by far compared to LLIE methods and better than Mirnet-v2 [32]. Also, our method does not produce any artifact like in the result of [26] in third and fifth tassels from the left side.

In order to show the effectiveness of the proposed solution in computation, we compare our method with the state-of-the-art techniques. We utilize a mobile workstation which has a GPU of NVIDIA GeForce RTX 3070M 8GB. The total parameters and inference times of our method

\(^1\)Note that in the literature, there are some methods [22, 34] which are using some information coming from GT images while reporting performance values. However, for the sake of fairness, the results reported in this section assume that there is no GT information for any of the methods considered.
and selected approaches are given in Table 6. Computation times are obtained by averaging over 100 runs for an image size of 600x400 which is the size of images in LOL-v1 dataset. As expected, our method is the fastest of all of the supervised networks. When PSNR values are compared with Zero-DCE [12], the difference is larger than 10dB on LoL-v1 dataset. Another notable result is the computation time of the work in [26]. Since it works on patches, its computation time is much lower than the other methods [22] which has similar number of parameters.

Although FLIGHT-Net has the lowest parameters with 25K compared to its main competitors [3, 20, 26], it has the best PSNR value with 24.96 and second-best SSIM value with 0.85 on LOL-v1 dataset. The best result for SSIM belongs to MAXIM [20] has 14.14M parameters which much more than the number of parameters of our method. IAT [3] can be considered as the main competitor of FLIGHT-Net when the number of parameters is taken into account since it is the only method with good performance among competitors with less than 100K parameters, however, its PSNR value is 23.38 which is much lower than the PSNR value of FLIGHT-Net. Zero-DCE has 10k parameters, but its performance is very far from state-of-art.

Depending on our observation, the reason of slightly lower PSNR values in LOL-v2-real dataset is the small misalignment between ground truth and training images. This fact is also the reason of not reporting the performance values of IAT [3] since it follows a different strategy during training to eliminate this misalignment for LOL-v2-real dataset.

4.2. Ablation Study

In order to demonstrate the effectiveness of our subblocks and loss functions, five ablation studies are performed on LOL-v1 dataset. The quantitative results of the study are presented in Table 7 and visual results are given in Figure 6.

In the first stage of the ablation study, SDIA and GISP
blocks are trained separately. As expected, the SDIA branch improved the illumination but also shows the necessity of GISP block. In output image obtained with SDIA alone, we have still spatial noise and color inconsistency and therefore low PSNR and SSIM values. The GISP module handles these issues as mentioned earlier. We also experience the performance of GISP module alone, however, its performance is far behind the overall proposed network. As expected, the SDIA branch increases visibility and transforms the image into the latent feature space required for GISP to fit the target image.

We also test the effects of smooth L1 and MS-SSIM loss functions. PSNR and SSIM values for different combinations of loss functions are reported in Table 7. Training with only smooth L1 or MS-SSIM loss functions are not enough to get the optimum results. PSNR values in the case of using smooth L1 and MS-SSIM loss functions are 22.51 and 22.94 respectively while PSNR value is 24.96 in the case of using both loss functions. As a result, FLIGHT-Net achieves state-of-the-art performance when trained with the combination of smooth L1 and MS-SSIM loss.

<table>
<thead>
<tr>
<th>Blocks</th>
<th>Smooth L1</th>
<th>MS-SSIM</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDIA</td>
<td>✓</td>
<td>✓</td>
<td>20.78</td>
<td>0.73</td>
</tr>
<tr>
<td>GISP</td>
<td>✓</td>
<td>✓</td>
<td>23.70</td>
<td>0.83</td>
</tr>
<tr>
<td>SDIA+GISP</td>
<td>✓</td>
<td>✗</td>
<td>22.51</td>
<td>0.80</td>
</tr>
<tr>
<td>SDIA+GISP</td>
<td>✗</td>
<td>✓</td>
<td>22.94</td>
<td>0.84</td>
</tr>
<tr>
<td>SDIA+GISP</td>
<td>✓</td>
<td>✓</td>
<td>24.96</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 7. Results of the ablation study on LOL-v1 dataset

5. Conclusion

In this paper, we have proposed a lightweight yet effective framework for low-light image enhancement problem. Our solution has achieved a state-of-the-art performance for the problem on several datasets with one of the lightest network in the literature. We believe that carefully investigating the forward problem formulation and image signal processing framework and designing the blocks accordingly helps reducing the number of parameters and boosting performance rather than hoping a pure huge bulky DNN to extract and solve for the hidden relations among the features. Lastly, as a future work, we have plans to extend our approach for the processing of low-light videos by considering temporally and spatially varying light conditions.
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