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Abstract

Poles on highways provide important cues for how a
scan should be localized onto a map. However existing
point cloud scan matching algorithms do not fully lever-
age such cues, leading to suboptimal matching accuracy in
highway environments. To improve the ability to match in
such scenarios, we include pole-like objects for lateral in-
formation and add this information to the current matching
algorithm. First, we classify the points from the LiDAR sen-
sor using the Random Forests classifier to find the points
that represent poles. Each detected pole point will then
generate a residual by the distance to the nearest pole in
map. The pole residuals are later optimized along with the
point-to-distribution residuals proposed in the normal dis-
tributions transform (NDT) using a nonlinear least squares
optimization to get the localization result. Compared to the
baseline (NDT), our proposed method obtains a 34% im-
provement in accuracy on highway scenes in the localiza-
tion problem. In addition, our experiment shows that the
convergence area is significantly enlarged, increasing the
usability of the self-driving car localization algorithm on
highway scenarios.

1. Introduction

Reliable and accurate pose estimation is a basic but crit-
ical problem for a self-driving vehicle. A reliable localiza-
tion gives the vehicle its state with respect to map coordi-
nates, helping it navigate with road information and plan
the paths to the destinations. A more accurate localization
result enables the self-driving car to follow the lanes of the
road, make control decisions, detect obstacles, and perform
other tasks.

LiDAR-based localization often needs to match a given
scan onto a point cloud map. We can use one of several
general-purpose point cloud matching methods including it-

Point cloud map + precise pole models

Figure 1. Point cloud map (raw data map) augmented with precise
3D pole models (top). By explicitly aligning pole points to pole
models, our method (green) successfully localizes scans in the
challenging case of highway with few distinctive features, achiev-
ing a noticeably better alignment than the existing general-purpose
3D scan matching method of NDT [9] (red).

erative closest points (ICP) [1,4, 10, 13] and normal distri-
bution transform (NDT) [2, 9, 14, 15], which are especially
effective in urban environments where the abundance of ge-
ometric features in buildings help guide and anchor the scan
into the correct map location. However, highway environ-
ments are usually more monotonous, containing many re-
peating objects and few prominent features. While there
still are many road side features, such as poles, that provide
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important cues on how a given scan should localize, these
features are often too small or too few in number of points
for general-purpose methods to work well on.

Several papers [5, 6, 11,12, 17] try to use poles for lo-
calization. However, these methods can only work in envi-
ronments that contain poles. If there are no poles or if they
did not detect poles, these methods have nothing to match
against or nothing to use to match.

In this paper, we proposed a method to take poles as im-
portant features but, at the same time, still retains the effect
of other scan details. The matching cost is composed of
the point-to-distribution cost as in NDT [2, 9] and a new
point-to-pole cost. This approach not only helps us achieve
a better localization result, but also works in areas with no
poles present.

2. Related Work

There are many variants of ICP, including Besl and
McKay’s original point-to-point formulation [!] and point-
to-plane ICP [4]. Despite the matching accuracy of these
ICP variants, its computational cost is relatively high, and
is not the best choice for localization in self-driving vehi-
cles.

NDT [9] uses a collection of normal distributions to rep-
resent a point cloud map. In doing so, storage cost is greatly
reduced. Furthermore, NDT is known to be relatively fast.
However, finer geometric details tend to get lost as a sin-
gle normal distribution tries to fit to a cell with potentially
many different objects. It is possible to adopt weights for
different objects. Hong et al. [7] proposed a probabilistic
weighted version of normal distributions transform (PW-
NDT). In this work, cells are estimated as weighted normal
distribution functions considering the weight of each point
from the target point cloud. Point-to-distribution costs are
also weighted according to the probabilities of the source
points. In our experiments, the accuracy of scan matching is
increased. However, while we could enhance pole weight in
all distributions and pole points, some features may be con-
sidered as outliers if the initial pose is too far from ground
truth, making the pole points outside of the corresponding
voxel. In this paper, we solve this problem by individually
associating pole features and raw data.

There exist many other studies that attempt to use poles
as matching features. Most of them differ in the aspect of
detecting poles. For example, the detector proposed in [17]
first voxelizes a 3-D scan and counts the points presented
in each voxel. According to their assumption, the poles are
located in contiguous vertical stacks. Sefati et al. [12] in-
clude stereo cameras to assist in detection. The laser points
are first filtered to remove the ground points. The remaining
points are clustered by height and occupancy and are fit to
cylinder models. Schaefer et al. [1 1] extract pole landmarks
with an occupancy map and a pole feature extractor accord-

ing to the definition of a pole as a vertical stack of occupied
voxels and laterally surrounded by free voxels. Instead of
using raw points, Dong et al. [5] exploit a detection method
on range images. They first project 3D points to a range im-
age according to their azimuths and elevation angles. Then,
they put all pixels into clusters by depths. The poles are
then detected from each cluster with some heuristics. One
is that a pole cluster usually has a large aspect ratio, where
its height is larger than its width. Another heuristic is that a
pole usually has a significant depth difference between the
pixels in its neighborhoods.

3. Proposed Method
3.1. Background

In this work, we solve the 3D registration problem, seek-
ing a rigid transform aligning a scan against a map. We
specify a rigid transform Tg : R® — R? by parameters

O = [177%2,04757'7] (1)

where z, y, z form a translation vector, and «, 3, -y represent
rotation Euler angles. Given a point 7 € R we compute
To(p) as follows.

To(p) = Rp+1 )
R = R.(7)Ry(B)Rs:(c) 3)
t=[z,y,2]" 4)

3.2. Joint Optimization

The main contribution of this work is a cost that can be
optimized jointly with the original cost of P2D-NDT. The
purpose of this design is to continue to use NDT’s represen-
tation of scene geometry, while explicitly enforcing align-
ment of pole points to pole models, where available. This
way, we maintain acceptable performance even when there
are no poles present in the environment.

We choose to represent each pole using a truncated cone
model, considering how poles are in reality often tapered
and rarely perfectly vertical. The model for the k-th pole
consists of a base center point ¢, a base radius 7, a unit
direction vector dj, along the pole axis and a taper rate s
measuring the change in radius for each meter in height.
Compared to using a more simplistic 2D representation of
pole positions as in previous methods, our use of a more
precise pole model can help bring scans into closer align-
ment with the map.

We associate a pole point with a pole model by searching
for the nearest pole axis within a certain distance threshold.
In practice, this was implemented by range querying a k-d
tree that stored point samplings of all pole axes.

Given a point p; associated with the k-th pole, and de-
noting the point’s transformed position by T (p;), we de-
fine the cost eple,; as the transformed position’s orthogonal
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Figure 2. Overview of our method.
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Figure 3. Our method simultaneously aligns scans against pre-
cise pole models (left) and the normal distribution “blobs” used
by NDT (right). Each point that is associated with a pole incurs
a cost epole (Eq. 5) that measures the point’s deviation from the
pole’s surface, and likewise éxpr for blobs.

distance to the pole axis subtracted by the pole radius at the
position of orthogonal projection on the pole axis (Fig 3).
Reducing eyl ; to 0, in effect brings pj; into alignment with
the pole’s surface.

epotei(0) = || Ao — (Ao - dy)dy |
— (rk + sule - dy) )
Ao = To (i) — & (6)

NDT scan matching aligns scan points against raw data
points (i.e. a point cloud map) by maximizing the trans-
formed point’s likelihood evaluated on a collection of nor-
mal distributions (fitted to the raw data points). In or-
der to reuse this collection of normal distributions in a
nonlinear least squares framework, we reformulate NDT
scan matching as minimizing the transformed point’s Maha-
lanobis distance to the normal distributions. Given a trans-
formed scan point T (p;) and its associated normal dis-
tribution NV (i7, C) where C has eigenvalue decomposition
C = VAVT, we compute their squared distance ||éxpr.;||
by

lexori(©)I1* = (Te(pi) — )T C™(Te (@) — F) (7
=W (To () — i)|* ®)
We=A7z2yT ©)

Since nonlinear least squares solvers, e.g. Ceres, expect

pre-squared cost functions, what we actually provide to the
solver is just éxpr,;-

énor,i(©) = W(Te (i) — i)

The components of the vector éxpr,; measure deviations
from i along C’s eigenvector directions ¥y, U3, U3 divided
by the distribution’s standard deviations o1, 02, o3 (Fig. 3).
It is easy to see how this assigns the desired costs, for exam-
ple, in the case of a planar surface, where deviations tangent
to the surface are divided by a large standard deviation, and
hence do not cost much.

To jointly optimize two sets of costs, we can add a weight
parameter Wy, to adjust the effect of the residuals of the
pole. Here, we fix the weight of the NDT cost to 1 and the
weight of pole cost as a variable. The effect of the value of
this variable will be discussed in Section 4.1. Finally, we
write the combined cost function E(©) as

(10)

E(©) = wWpoie Y €poie,i(©) + Y _ @nora (O (1)

©" = argming F(O) (12)

3.3. Pole Point Classification

To detect pole points in a scan, we assume scan points
from a given laser have been ordered by measurement time.
We then convert this sequence of scan points into a sequence
of line segments (Fig. 4), by fitting piecewise lines using a
dynamic programming algorithm similar to [8]. We per-
form per-segment prediction using a 2-stage random forest
classifier (Fig. 5), and then assign the segment’s pole prob-
ability to each of its constituent scan points. Predicting on
a per-segment basis (vs. per-point) has efficiency benefits,
while the slight loss in per-point accuracy so far seems ac-
ceptable (most segments produced by our method are either
all pole points or all non-pole points). Working with seg-
ments also opens up opportunities for handcrafting a variety
of machine learning features, such as those listed in Table 1.

The first stage of our classifier focuses on intra-sequence
reasoning, computing a set of base features (e.g. length,
angle between current and next segments) meant for char-
acterizing the “shape” of the scan point sequences in the
neighborhood of a given segment, The second stage ele-
vates its reasoning to the infer-sequence level, computing
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Figure 5. Our 2-stage random forest classifier for predicting per-
segment pole probability. The first stage takes the base features
with local geometry of a line segment and the second stage take
consideration of a pooling area.

pooled features i.e. statistics on spatially nearby segments,
including segments from other laser sequences. Table |1
contains a detailed listing of the features computed. The
final per-segment prediction is computed on the concatena-
tion of base features, probability features, and pooled fea-
tures.

4. Experiments

Test data. We use sensor data from a prototype self-
driving car developed by the Mechanical and Mechatronics
Systems Laboratory (MMSL), Industrial Technology Re-
search Institute (ITRI). This includes data from LiDAR,
IMU, GNSS and wheel odometer. The data was collected
in a drive through parts of Hsinchu, Taiwan, including both
urban and highway areas (Fig. 7).

Map data. The point cloud map used here was produced
from LiDAR data collected in a separate trip than the test
data, again using tools developed MMSL, ITRI. The pole
models were obtained by identifying pole points using the
classifier in Sec 3.3, fitting poles to the identified points us-
ing the method of [8], and then manually removing false
positive poles. The top part of Fig. 1 shows in small section
of our map data.

Baseline methods. We compare our method with orig-
inal NDT [9] and PW-NDT [7]. To isolate the effect of
adding our pole residuals, we implement NDT and PW-
NDT also as a minimization of the Mahalanobis distance
in Eq. 7. For PW-NDT, we magnify the residual vector in
Eq. 10 specifically for scan points that have been classified

Table 1. Per-segment features used in two-stage random forest
classifier.

Feature | Description

Base features

d Distance from current segment center to Lidar
scanner

0 Angle between line of sight and current segment

Oprev Angle between current and prev segment

Onext Angle between current and next segment

L Length of current segment

Lprev Total length of smoothly connected prev segments

Lext Total length of smoothly connected next segments

n Number of points in the current segment

Nprev Total # points in smoothly connected prev segments

Tonext Total # points in smoothly connected next segments

€ Fitting error of current segment

€prev Fitting error of prev segment

Enext Fitting error of next segment

Probability features (first stage predictions)

p First stage pole probability of current segment

Pprev First stage pole probability of prev segment

Prext First stage pole probability of next segment

Spatial pooled features

these features are recomputed on multiple pooling domains

Nring Number of rings in pooling domain

Npoints Number of points in pooling domain

Pmax Max first stage pole probability in pooling domain

Pmean Mean first stage pole probability in pooling domain

Zoffset (segment centroid 2) - (Zmax + Zmin)/2

Zrange Zmax — Zmin

as pole points, and we magnify the contribution of map pole
points when preparing the map normal distributions, which
in effect causes the distribution to better fit to any poles in
the distribution’s cell. We chose this magnification scalar to
be 3.

For all methods, we used identical parameters in distri-
bution estimation and optimization: we use a 10cm voxel
grid filter to down sample scan points, we use a 2.5m cell
size when preparing map normal distributions, we perform
up to 20 iterations of the method’s outer loop (i.e. as in
Fig. 2), and we set nonlinear least square solver’s maximum
number of function evaluations to 100. For the nonlinear
least squares solver, we use scipy’s implementation of the
trust region reflective algorithm [3].

4.1. Weights Under Different Scenes

We first tested our matching method with both urban and
highway scenarios. To ensure that the result shows the right
effect of pole weights, we choose the scans that actually
have poles in the environments. Figure 8 shows different
improvements in translation error when using different pole
weights. The X-axis is the weight of the pole residuals com-
pared to the NDT residuals chosen from O to 10. Therefore,
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Figure 6. Pole point classification steps. The confidence score of the Random forests classifier is shown with colors in the third and forth
figures, where red represents highest confidence and blue is the lowest confidence. The color coding bar is shown beside the figures.

Urban section closeup

Highway section closeup

200

12000 10000 8000 6000 3300 2600 [] P

Figure 7. Path of the testing dataset. Black lines are the path of
the vehicle and yellow dots are pole centers in maps.

zero-weight equivalents to pure NDT without adding pole
constraints. Improvement rates are the percentage of error
reduction compared to the zero-weight result. On average,
the result shows that we can obtain a better matching accu-
racy by adding pole residuals to the optimization. Addition-
ally, we need a heavier weight on the highway scene than on
the urban scene. To be more specific, we could choose 2 as
the weight of pole residuals in highway environments, while
1 is a better choice for urban environments. Meanwhile, the
improvement weight is always higher in the highway area
if the same weight is used. That is, we can obtain more ac-
curacy of the localization on the highway than in the urban
scene by increasing the characteristic of the poles.

4.2. Convergence Area

In this experiment, a set of point clouds collected from
our vehicle with ground-truth poses is used. We selected
32 scans and checked their ground-truth poses to make sure
that we had correct answers. We applied translations and ro-
tations with different ranges to the ground-truth poses of the
scans as initial guesses. The translation lengths range from
0 to 12 meters with randomly chosen directions. Rotation

Translation Error Improvement Under Different Weights

—e— uban
—e— highway

Improvement (%)
5

5}

Pole Weight

Figure 8. Translation error improvement rates under different pole
weights, assuming there is at least one pole in the test environment.

angles range from O to 20 degrees in random directions. We
compare three different methods: NDT [9], PW-NDT [7],
and our method.

Figure 9 shows the final translation error of the aligned
scans. The result shows that our proposed method has a
larger converging area compared to NDT and PW-NDT.
Also, we can see that the improvement in the translation off-
set is greater than in the rotation offset. That is, our method
is more robust for an initial guess with error than the other
two methods, especially in translation. This could be the
effect of the separated association of the pole features and
raw data.

4.3. Relocalization With Pole Map

We tested our method on drive scan sequences to ob-
tain re-localization results. In this experiment, we used
GNSS measurements as initial guesses. In this experiment,
two different urban and highway environments are included.
The re-localization error is calculated with the ground truth
obtained by an Extended Kalman filter (EKF) [16] fusing
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Figure 9. Converge plot of different translation and rotation.

the wheel odometry, IMU, GPS, and the matching result
provided by MMSL, ITRI. Table 2 and Table 3 show the
matching error of NDT, PW-NDT and our method.

In Table 2, we can see that although PW-NDT gets some
improvement, our method gets a more significant improve-
ment on the localization of the highway. The translation
error is 35% less than the original NDT. As for the rotation
error, there isn’t much improvement, as it is already small
enough. On average, our method gives a slightly larger er-
ror in rotation, but the variance is smaller, which means the
rotation error range is more stable.

Meanwhile, in Table 3, the improvement is not obvious
in both PW-NDT and our method. We believe it is because
there are already enough features for the original NDT to
match the two scans. Although the original NDT can match
urban scans well without the help of pole features, we can
still see that the variance in both translation and rotation
error is much lower when using our matching method.

4.4. Simultaneous Localization And Mapping
(SLAM)

In this experiment, we try to estimate vehicle poses and
build the pole map at the same time. Since our pole model-
ing method requires stacking several scans to make a more
precise pole estimation, there are no poles at the beginning.
Therefore, the module acts as the original normal distribu-
tions transform matching until enough pole models are de-
tected. Once the poles are presented in the environment, we
can utilize pole residuals and keep updating the pole model
map. At the end of the run, we get a pose sequence and a
pole model map built by accumulating the circle centers de-
tected from each scan and fitting them with our pole fitting
method.

The relative pose error of the test result is shown in Table
4. In this table, the errors are calculated by comparing the
matched poses with the relative pose of the current scan and

the previous scan in ground-truth poses. We can see that
on the highway areas, our method has a better performance
in both translation and rotation error. On the other hand, we
get similar results in the urban areas. This could be the same
reason as in Section 4.3 that there are more salient features
in the urban areas. Also, the imperfect pole model detection
will in crease errors under all scenarios.

5. Conclusion and Future Work

In this paper, we proposed a scan matching method to
combine raw data and pole features into an optimization
function. The method not only enlarges the effect of pole
constraints under monotonic scenes, but can also retain the
original point-to-distribution NDT characteristics if poles
are not presented in the environments. This way, our ap-
proach works both on the urban and on the highway, where
the latter scenarios are usually defined to be difficult for
a generalized scan matching method. While other local-
ization methods which only consider pole features cannot
work in an environment with no poles nearby, our method
can still get reasonable results. In addition, we developed a
pole detection method that first splits scan points into line
segments and predicts the probabilities of pole on a segment
basis. The detection result is used in our matching method
along with the map pole models obtained by our pole model
fitting method.

There are several improvements in this work. Our ex-
periment shows that the pole information is important for
a self-driving vehicle to perform the localization task. Our
proposed method achieves a wider convergence range, mak-
ing this scan matching more robust to errors on initial guess.
Furthermore, the method improves the accuracy of the lo-
calization by 36% on highway compared to the original
method. Both in highway scenarios and urban scenarios,
our method shows its stability on the matching error with
much less variance compared to the original NDT and PW-
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Table 2. Result of the localization in the highway region

Methods

Translation Error Rotation Error

Mean (m) Var. (m) RMSE (m) Max(m) Mean (deg) Var.(deg) RMSE (deg) Max (deg)
NDT 0.224 0.501 0.742 10.054 0.234 0.001334 0.362 5.008
PW-NDT 0.178 0.449 0.693 9.682 0.235 0.001238 0.355 5.017
Ours 0.146 0.063 0.289 4.086 0.277 0.000693 0.342 1.792

Table 3. Result of the localization in the urban region

Methods Translation Error Rotation Error

Mean (m) Var. (m) RMSE (m) Max(m) Mean (deg) Var.(deg) RMSE (deg) Max (deg)
NDT 0.167 0.566 0.771 12.038 0.401 0.022 1.203 17.810
PW-NDT 0.164 0.541 0.753 11.602 0.401 0.013 0.974 7.902
Ours 0.164 0.034 0.247 1.723 0.458 0.006 0.745 4.587

NDT. Finally, we tested the matching method on a SLAM
system. Although we only get a little improvement on the
highway, we know that the performance of our module de-
pends on the quality of the pole map. In order to obtain a
better SLAM result, we should increase the detection preci-
sion and reduce false detection on modeling.

We can consider several approaches to further strengthen
our method. We can include more features in road scenes,
such as traffic signs and building edges. These features
have some common characteristics: they often appear in
road scenes, and usually can be simplified to geometrical
primitives. Furthermore, we may use a stronger association
method to reject the outlier, which may be false detection or
even changes on the map. Although the detection method
of objects may not be precise enough, outlier rejection is
capable of filtering bad associations. A maximum clique
technique is suitable for these features. Since we have only
geometry primitives to associate with, the computing time
may be acceptable. It is also a good idea to adjust the pole
weight adaptively in different scenes. As our experiment
shows, we should use a lower weight on pole residuals when
there are more salient features in the environments. These
are some possible ways to improve our current work in the
future.
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