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Abstract

Perception systems in autonomous vehicles (AV) have
made significant advancements in recent years. Such sys-
tems leverage different sensing modalities such as cameras,
LiDARs and Radars, and are powered by state-of-the-art
deep learning algorithms. Ultrasonic sensors (USS) are a
low-cost, durable and robust sensing technology that is par-
ticularly suitable for near-range detection in harsh weather
conditions, but have received very limited attention in the
perception literature. In this work, we present a novel USS-
based object detection system that can enable accurate de-
tection of objects in low-speed scenarios. The proposed
pipeline involves four steps. First, the input USS data is
transformed into a novel voxelized 3D point cloud lever-
aging the physics of USS. Next, multi-channels Bird Eye’s
View (BEV) images are generated via projection operators.
Later; the resolution of BEV images is enhanced by means of
a rolling-window, vehicle movement-aware temporal aggre-
gation process. Finally, the image-like data representation
is used to train a deep neural network to detect and localize
objects in the 2D plane. We present extensive experiments
showing that the proposed framework achieves satisfactory
performance across both classic and custom object detec-
tion metrics, thus bridging the usecase and literature visi-
bility gap between USS and more established sensors.

1. Introduction

Object detection (OD) is one of the most significant
perception task for autonomous vehicles as the informa-
tion from OD is directly used for variety of fundamental
tasks such as changing lanes, detecting traffic signals and
road signs, and informing planning decisions [12, 14, 15].
Thus, OD models that are robust and can adapt to change
in the environment are needed for reliable deployment of
autonomous vehicles [2, 13]. Rapid development of deep
learning has enabled developing advanced image based ob-
ject detection models capable of handling changes in the
environment such as varying light conditions or object ori-
entation [7, 10]. While image-based object detection mod-

els can generally work well, their performance degrades in
cases where the scene is blocked by obstacles such as during
foggy or snowy weathers. Thus, a variety of sensors such
LiDAR, Radar and ultrasonic sensors (USS) can be used
for object detection purposes [4, 5]. Each of these sensors
have advantages and disadvantages under different circum-
stances. Particularly, LiDAR works well with long range
and different illumination conditions, but suffers from from
adverse weather conditions and high costs [8, 12]. While
Radar works well with varying ranges, illumination and
weather conditions, it suffers from low-resolution and near-
range performance [12]. On the other hand, USS performs
well with near-range, low-speed and varying illumination
conditions, yet suffers from varying temperature and hu-
midity due to sensing properties [21].

Recently, there has been a significant interest in devel-
oping LiDAR and Radar based object detection models
as each of these sensor can tackle existing challenges in
camera-based object detection systems [23]. The success of
such models has led to development of fusion architectures
that further enhance the accuracy of perception tasks in au-
tonomous vehicles [2, 5]. On the other hand, the lack of re-
search on USS has hindered development for USS based ob-
ject detection. Given their resiliency and low-cost compared
to other sensors [21], development of USS based models
can significantly contribute to the accuracy and safety of
perception tasks for autonomous vehicles.

To this end, we present an end-to-end USS-based object
detection framework. The proposed approach transforms
input data from the sensors into USS-based bird’s eye view
images for training state-of-the-art object detector models.
The main contributions of this work are listed as follows:

* A framework for transforming input tabular USS data
into voxelized 3D point cloud.

* A novel USS data representation approach projecting
the voxelized 3D point cloud data into multi-channels
bird eye’s view (BEV) images.

* A point cloud temporal aggregation approach to en-
hance the resolution of BEV images.

* A object detection pipeline leveraging the new repre-
sentation and state-of-art computer vision models to
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localize objects in the BEV plane, showing the feasi-
bility and versatility of USS for autonomous driving.

2. Related Work

In recent years, object detection for perception tasks in
autonomous vehicles has significantly progressed thanks to
immense amount of research using camera sensor datasets.
While cameras have been the mainstream sensor for de-
veloping various object detection models [8, 11, 18], there
has also been numerous work on LiDAR and Radar percep-
tion [5,22]. The data acquired from LiDAR sensors are 3D
point clouds. Thus, 3D object detection networks has been a
natural choice for point cloud based object detection. While
initial works focused on manually crafted feature represen-
tations [3], more recent works have removed dependency
on such hand-crafted features. These feature-learning ori-
ented end-to-end trainable networks can be roughly catego-
rized into two main categories, namely grid-based and point
based methods. Point based methods [17] directly process
the features from raw point cloud data without any transfor-
mation. while grid based methods [24] transform the point
clouds into 3D voxels or 2D bird’s eye view. Point-based
approaches have more computational cost but have higher
accuracy due to direct processing of point clouds. Grid-
based approaches are computationally more efficient, but
suffer from information loss due to transformations.

Due to their relatively low cost and suitability for near
range detection, there has been interest in using ultrasonic
sensors for certain AV applications. In particular, averaging
and majority voting based distance estimation algorithms
have been proposed for curb detection and localization [19].
In another line of work, capsule neural networks have been
used for height classification [16]. However, to the best of
our knowledge, there is no research on ML-based object
detection using ultrasonic sensor data. Despite this, ap-
proaches developed for other sensors can be extended to
USS. In the following, we adapt the grid-based 2D bird’s
eye view transformation approach explored in [1] to USS
data, and leverage one-stage object detection model to meet
the stringent time requirement in autonomous vehicles.

3. Methodology
3.1. Bird Eye’s View Generation

Generation of BEV images from input USS data is done
through a series of steps detailed below.

3.1.1 Ultra-sonic sensor data

Ultrasonic sensors send out high-frequency sound waves to
measure the distance to objects based on the measurement
of the time of flight of the sonic wave from when it is emit-
ted until the echo is received, comparing the object’s echo
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Figure 1. BEV visualization of the approach pattern of the bumper to-
wards the object. Each approach trajectory a = 0,..., D is a straight
drive along the x-axis starting at (o, yo + a - 0.1) meters. Approaches are
shifted along the y-axis by 0.1 meters to cover different reflection angles.

amplitude against a threshold to detect an object [20]. The
data used in this paper is collected using multiple ultrasonic
sensors arranged over a car’s front bumper. The bumper
moves in a measurement room where different objects, such
as poles, childdummies, bicycles and curbstones have been
placed, following a predetermined approach pattern as in
Figure 1. As the bumper moves, multiple sensors send out
echoes simultaneously according to a fixed pattern, and to
each sending sensor corresponds a unique receiving sensor.
A set of such simultaneous echoes is called a cycle. For
each echo in a cycle, the features of interest are the sender
and receiver sensors, distance, and amplitude, as shown in
Table 1.

Table 1. Example of features collected in 2 cycles of USS mea-
surement.

time ‘ cycle ‘ echo ‘ sender | receiver ‘ dist. ‘ amp.

t1 c1 e11 S11 11 di1 ail
e12 S12 r12 di2 a2
ta C2 e21 S21 T21 do1 az1

A limitation of this USS technology is that the data only
include the distance travelled by the echo, but not the direc-
tion of measurement and angle of incidence, thus providing
only the set of potential reflection points of an echo, rather
than the exact (z,y, z) coordinates. Precisely, the geomet-
rical locus of potential reflection points is provided, which
in the case of an echo with same sender and receiver s and
measured distance d can be approximated by the surface
area of a 3D spherical cone with center in s, radius d, and
cone angle dictated by the Field-of-View of the sensors. '

UIn the case of a echo with different sender s and receiver r, the sphere
is replaced by a 3D ellipsoid of revolution with sender and receiver sensors
located at the focal points, with the major semi-axis being equal to d, the
minor semi-axis uniquely determined by the sensors’ coordinates, and the
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This limitation is in contrast with the LiDAR data for-
mat, which is directly available as high-resolution 3D point
clouds with exact (z,y,z) coordinates. This difficulty
makes the development of USS-based object detection algo-
rithms significantly harder compared to camera and LiDAR,
and can help explain the very limited research on integrat-
ing USS in sensor fusion perception [6], with the majority
of USS applications in autonomous driving being limited to
parking assistance usecases. However, USS are particularly
relevant for ultra-near range detection, and can complement
other sensors by covering blind spots and providing neces-
sary redundancy in case of adverse weather conditions [21].
In the following, we discuss how we circumvent this limita-
tion to obtain point cloud-like input for USS, which in turn
enable us to use established deep learning architecture to
perform object localization, bridging the gap between USS
and more expensive sensors.

3.1.2 3D Point cloud representation

Given an echo, the set of potential reflection points is a por-
tion of the surface of a sphere as explained in Section 3.1.
Next, we perform a discretization of the three-dimensional
euclidean space into a 3D grid with voxel size 5-by-5-by-
20 cm 2, and we discretize the sphere surface into this grid
based on its intersections with the voxels. A 2D slice of
the result is depicted in Figure 2. Each 3D grid cell can
therefore be seen as a point in a discrete voxelized 3D point
cloud, where each point contains the coordinates of the
cell’s center, as well as information pertaining to the echoes
intersecting the cell. Specifically, if a cell with center’s co-
ordinates P = (z,y, z) is intersected by echoes e, ..., e,
we are interested in the number of echoes num_echp inter-
secting the cell, and the list of corresponding amplitudes
(amp(e;))¥_; and azimuth angles (azi(e;))*_,. 3

In particular, the number of echoes intersecting a grid
cell provides valuable information regarding the unknown
coordinates of the reflection point: the higher this number
(i.e., the red cell in Figure 2), the higher the likelihood that
the reflection point lies in that grid cell due to a trilateration
argument. This heuristic argument, while an approximation
of reality due to the presence of spurious echoes (i.e. uneven
ground) and noise in the recorded distances, proved to be
useful in creating a meaningful point cloud representation
of USS data. An example of a point cloud generated from a
single cycle of echoes in shown in Figure 3.

The key difference between LiDAR and USS-based
point cloud is that each point in a LiDAR point cloud al-
ready corresponds to the location of the laser beam reflec-

rotational symmetry being about the semi-axis of length d.

2This specific resolution was chosen based on a trade-off analysis be-
tween resolution and computational cost.

3 Angles are between the viewing direction of the center of the sender
and receiver and the segment from it to the cell center.
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Figure 2. Example of voxel-based encoding of echoes e1, e2, e3, shown
as circular segments, in a 2D slice view. Sensors are depicted as blue dots
on the car. The color intensity of a cell is proportional to the number of
echoes intersecting it.
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Figure 3. Example of voxelized 3D point cloud corresponding to a cycle
with 4 echoes. Points refer to the centers of the 3D voxels, and are color-
coded based the number of echoes in a cell. The higher-intensity points
cluster around the location of the object (a curbstone), shown in green.

tion point, while each point in a USS point cloud corre-
sponds to a possible location of the echo reflection point.
We solve this problem by defining features associated to a
point, such as the number of echoes in a cell, which allows
to place more weight on the points with an higher likelihood
of being close to the actual reflection point. For percep-
tion tasks, the weighted point cloud is then converted into
a multi-channels BEV image encoding echoes as described
in Section 3.1.3, which is ultimately used to train computer
vision deep learning algorithms.

3.1.3 Bird eye’s view image generation

The BEV image is obtained by projecting a single-cycle 3D
point cloud into the xy plane, and consists of a 3-channel
image encoding echoes intensity, amplitude, and azimuth
angle information. An example is shown in Figure 4a.
Specifically, given a cycle ¢ and a (z*,y*) coordinate in
the BEV image, corresponding to a 5-by-5 cm 2D grid cell,
the three channels are defined as follows:
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Echoes channel:
ch_echg« - (c) = maxnum_ech,« - .(c)
1 < 1
The echoes channel contains the information on the number
of echoes intersecting in a cell, which lies at the core of
the heuristic geometric argument discussed in Section 3.1.2.
Range of amplitude/azimuth channel:

max_amp,. ,.(c) = max U U

z e€c, e crosses (z*,y*,z)

amp(e)

min_amp,. ,.(c) = min U U

zZ  e€Ec,ecrosses (x*,y*,z)

amp(e)

ch.amp,. . (c) = max_amp,. ,.(c) — min_-amp,. ,.(c)

The range of azimuth channel is similarly defined, using the
azimuth angles azi(e) rather than amp(e). The amplitude
and azimuth channels encode non-trivial information about
a grid cell’s position relative to the sensors and the distri-
bution of the amplitude values around it. Thus, they can
improve the expressive power of the BEV representation by
closing-in on specific parts of the set of potential reflection
points compared to the echoes channel alone.

It can be helpful to interpret the three channels defined
above as a USS-custom variant of the usual RGB channels
in images. Even though deep learning architectures were
designed with RGB images as input, they can be used with
arbitrary spatially invariant 2D input to enable object detec-
tion. We note the framework described in this paper can
easily be extended to handle additional channels.

3.1.4 Point cloud temporal aggregation

While single cycle point cloud data can be directly trans-
formed into BEV for perception tasks, the resulting image
is not sufficiently informative for localization purposes, due
to the small number of echoes emitted during a cycle. In
Figure 3 the number of echoes ranges from 1 to 4, thus not
providing sufficient resolution for computer vision tasks.

In order to tackle this issue, we perform a temporal
aggregation of 2D BEV data across a specified range of
cycles. Aggregation is performed in a rolling window
fashion using past data. Specifically, let ¢, , ¢y, ...,y be
the sequence of cycles in our measurement, corresponding
to timestamps t1,t2,...,tN, and let K be an integer. At
time t;, we aggregate the K past cycles ¢y, ...
into one single image by first offsetting each cycle’s
BEV by the amount needed to match the car’s position at

y Ct;
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(b) Temporally-aggregated BEV im-
ages using 1 second worth of cycles.

(a) Single-cycle BEV image.

Figure 4. BEV projections of voxelized 3D point cloud. Points are color-
coded based on the ch_ech(c, K) channel, with K = 1 (a) and K = 32
(b). Note the larger value range in (b), resulting in higher image resolution.

the final cycle ¢;, and then superimposing the images as
described in the channel definition 3.1.3. The exact offset
calculation is possible because objects are static and the
speed and direction of the car is known. The resulting
channel-dependent aggregation strategy detailed as follows:

Echoes channel (aggregated): Aggregation is performed
via sum operation over all cycles.

3
ch_echoes, - -« (ct,, K) = Z max_echy« - (¢4, ).
j=i-K+1

where 6tj refers to the cycle ct, information after account-
ing for the offset. Note that ¢;;, = ¢, since there is no offset
at the final cycle c,.

Range of amplitudes/azimuth channels (aggregated):
Aggregation is performed by taking the difference between
the cycle-wise max and min of the single-cycle amplitude
and azimuth max and min, respectively. More formally,
range of amplitudes can be formulated as

i .

chaamp,. ,.(ct,, K) = [ max  maxamp,. . (¢t;)
Z.-

—  min

[ min min_amp,.. .. (; ).

The same formulation applies to range of azimuth ch_azi
channel. Finally, inference happens at cycle ¢;, the end cy-
cle of each aggregated sample. Figure 4b shows the point
cloud obtained by aggregating K = 32 cycles, which is
roughly equal to 1 second worth of measurements.

3.1.5 Normalization and data transformation

The BEV data is further passed through a normalization and
preprocessing process prior to creating the train/test split.
First, time-aggregated BEV images are cropped into a FoV
of interest for USS applications, defined as a 7-by-7 me-
ters square as shown in Figure 5a. Next, the channel val-
ues in the cropped BEV images are normalized in the range
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[0, 255], to account for the large variance in pixels’ intensity
across different time-aggregated samples. Finally, the coor-
dinates of the ground truth bounding boxes are discretized
to match the resolution of the 2D BEV images, with 1 pixel
corresponding to a 5-by-5 grid cell. An example of a final-
ized training BEV image is provided in Figure 5b.

7
3 2 1

0
Discard ¥lm]

1 2 3

(a) BEV image cropping procedure. (b) Finalized BEV image for a pole
Sensors are shown as yellow dots on object after normalization and addi-
the car. tional preprocessing, K = 32.

3.2. Inference Framework

The resulting BEV images are used as input data for our
deep learning object detection algorithm in 2D space.

3.2.1 Object Detection Framework

We adopt the single-shot detector (SSD) framework [1 1] to
perform object detection using the USS BEV images gen-
erated as in Section 3.1.3. The architecture is composed of
a backbone network which is responsible for computing a
convolutional feature map over an entire input image, and
a SSD head consisting of convolutional layers responsible
for object classification and bounding box regression on the
backbone’s output. In this paper we focus on detection and
localization and not on object classification, so we use only
two classes for the classification layer, namely object and
no object. Finally, the output of the model for each test im-
age is the set of predicted bounding boxes together with the
corresponding confidence score in [0, 1], which quantifies
the likelihood of the box containing an object.

3.2.2 Post-processing

In order to obtain accurate 2D bounding boxes predic-
tions we perform several post-processing steps over the raw
output of the network. First, we perform standard non-
maximum suppression (NMS) to reduce the number of re-
dundant and overlapping boxes, which is controlled by IoU
and confidence score thresholds. While NMS is usually
enough for most image-based detection tasks, the nature of
USS data demands additional filtering steps to reduce the
number of output boxes.

Specifically, the USS-based BEV encodes the set of po-
tential reflection points of an echo (the echo’s locus), rather
than the actual reflection points. Therefore, the resulting
BEYV image will have a relatively high number of small, but
non-zero pixels, corresponding to regions of the image far
away from a reflection point which are however crossed by
an echo’s locus (for example, the low-intensity pixels in the
left of Figure 6). At the same time, regions closer to the
ground truth object tend to have higher-value pixels, but the
distribution of values varies significantly across frames, due
to different location, shape and material of the objects. As
a consequence, the SSD model will generally predict many
low-confidence boxes in regions without objects (which can
safely be removed by NMS), but the confidence scores for
true positives boxes can vary significantly. Consequently,
blanket removal of boxes based on a low absolute confi-
dence threshold in NMS will discard true positives as exem-
plified in Figure 6, where the low score true positive box for
might be filtered out, while setting a high threshold might
result in too many false positives boxes.

For this reason, we add a post-processing step based on
a relative confidence threshold to discard remaining boxes
post-NMS based on relative delta score between predicted
boxes, on a per-frame basis. Finally, given a test BEV frame
generated using K cyclescy, . ,,...,ct,;, the output of the
network is a minimal set of bounding boxes and confidence
scores, representing the predicted location of the objects in
the scene relative to the position of the car at time ;.

Figure 6. Sample of predictions for a childdummy (left) and a pole (right)
after post-processing, with ch_ech channel shown in gray-scale. Ground
truth and predicted boxes are shown in red and green, respectively.

4. Object Detection Experiments

In this section, we describe the dataset preparation, the
experiment set up, the performance evaluation metrics and
the results obtained for the USS-based object detector.

4.1. Dataset and Evaluation Setup

Train/Test split. Given the rolling-window nature of the
temporal aggregation process described in Section 3.1.4,
each BEV image belonging to the same approach trajec-
tory (each blue line in Figure 1) overlaps with some of the
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preceding images. Moreover, these samples will be corre-
lated to each other due to the similar reflection angles. To
avoid data contamination between training and test set, we
create our train/test split by assigning all samples belong-
ing to the same trajectory to either the training set or the
test set, in a 70/30 proportion. Additional preprocessing
includes removing samples spanning a different temporal
duration than intended (i.e. outside [1 — €, 1 + €] seconds
for K = 32 cycles) as well as samples with zero-value en-
tries in all channels, corresponding to anomalies in the data
collection process. After such process, we end up with 86K
and 39.5K images for training and testing, respectively.

Evaluation metric. For evaluation, we have used
mAPs5o, the mean average precision at intersection over
union (IoU) value of 0.5, as well as the overall mAP aver-
aged over 10 IoU thresholds between 0.5 and 0.95 based on
the COCO implementation [9]. While these metrics have
been the standard for camera based object detection mod-
els, they were unable to fully capture the prediction quality
in several scenarios, where the object size in the grid-based
BEV representation can be as low as 2 pixels, such as poles
and curbstones. Such predictions can have low IoU value
despite a satisfying quality of the localization accuracy, re-
sulting in the mAP being an over-conservative metric.

Thus, in addition to these commonly used metrics, we
have developed a customized key performance indicator
(KPI) metric accounting for additional indicators of detec-
tion quality. First, we pair each predicted box to a ground
truth box based on IoU levels, and we compute the IoU, area
similarity and distance scores for each pair. The area sim-
ilarity score is the minimum between the ratios of area be-
tween ground truth and predicted box, and vice versa. The
distance score is measured by taking the euclidean distance
between the center of the boxes, and then applying a trans-
formation of the type e =" to scale the score in the range
[0, 1], where « is set based on a empirical study. Next, the
custom KPI for a predicted box is obtained by taking the av-
erage of IoU, area and distance scores. Finally, the overall
KPI is obtained by taking the average of all KPIs weighted
by the corresponding bounding box’s confidence score, af-
ter penalizing for false positives and missed detections.

4.2. Implementation Details

We have used the network architecture described in
Section 3.2.1 using ResNet-50 as backbone. Specifically,
weights are initialized using transfer learning from a pre-
trained model on COCO dataset [9]. Despite the model be-
ing pre-trained for RGB images, the initialization proved
helpful for USS-based images as well, thanks to the spatial-
invariant nature of the representation. Our default model
is trained with a batch size of 32, 50000 steps, stochastic
gradient descent (SGD) with a cosine learning rate decay
with base and cosine learning rate equal to 4 - 10~2 and

1.33 - 1072, respectively, and 4000 warm-up steps. The in-
put images are resized to 640 x 640 pixels while keeping the
height/width ratio of the original images fixed, and a tempo-
ral aggregation of K = 32 cycles is used. We used weighted
smooth ¢; and weighted sigmoid focal loss for localization
and classification, respectively. For data augmentation, we
used random horizontal flip and random cropping.

4.3. Main Results

In this section, we present the key results obtained with
the proposed USS framework.

General performance. Our default model’s overall and
object-level performance, evaluated over 7 different classes
of objects, is reported in Table 2. The default model reaches
a mAP5q of 75.82 and a custom KPI value of 75.52. We
further analyze the object-level performance based on cus-
tom KPI, with objects such as bicycle, childdummy, toy car
and pole scoring the highest, whereas speedbump posed the
most challenges for USS-based detection. This can possi-
bly be attributed to the smooth round shape of speedbumps
resulting in a large variance of echoes reflection angles. We
note that curbstones, although having a similar height as
speedbumps, are localized with better accuracy. An analy-
sis of the impact of object shapes and materials on detection
performance is a possible direction for future work.

Baseline. The absence of prior research on USS-based
object detection imposes significant limitations on the abil-
ity to make direct comparisons. Nonetheless, to establish
a baseline for comparison purposes, we have generated a
baseline from our study. In particular, the baseline compar-
ison methodology uses only the basic channel ch_ech, and
does not have any temporal aggregation. For fair compar-
isons, we have used the same architecture described in 4.2
for both methodologies. Table 2 shows the USS based
object detection performance of both baseline and default
model. Multi-channel, temporally aggregated model shows
significant improvement compared to the single-channel,
non-aggregated baseline, in terms of both mAP and cus-
tom KPI. This result confirms the importance of increasing
the resolution of the BEV representation by means of the
temporal aggregation procedure described in Section 3.1.4.

Qualitative results. Figure 7 shows representative ob-
ject detection results with and without temporal aggregation
and additional channels. The baseline model fails to cor-
rectly detect and localize, whereas model trained on tempo-
rally aggregated multi-channels images show improved per-
formance in terms of both detection and localization. Be-
sides qualitative samples, we have studied how the distance
from the object and the reflection angle impact performance
in Figure 8, which shows the custom KPI at a more granular
level. Each square represents the KPI value averaged over
all test frames for which the center of the object’s ground
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Table 2. Overall and object-level performance of default model (3 channels, temporal aggregation with K = 32) vs baseline (1 channel, no aggregation).

Model mAP5s9  mAP New KPI
Overall Bike Childummy ToyCar Pole  Curbstone Wall Speedbump
Ours (default) 75.82 40.65 75.53  86.53 79.6 74.96  71.83 69.76 68.26 49.12
Baseline 18.88 7.03 4717  53.62 46.9 43.86  37.05 47.36 46.4 31.67
Table 3. Object detection performance for different variants of the model.

Model N. Steps Resolution Optimizer Learning Rate  Data Augmentation mAPsg  mAP
Ours (default) 50K 640 x 640 SGD cosine decay v 75.82  40.65
Long 100K 640 x 640 SGD cosine decay v 77.62 4287
High Resolution 50K 1024 x 1024 SGD cosine decay v 73.06  38.49
Momentum 50K 640 x 640 SGD w/t momentum 0.89  cosine decay v 71.93 34.71
Adam 50K 640 x 640 Adam le-5 v 62.87  31.94
Fixed LR 50K 640 x 640 SGD le-5 v 56.41 24.24
No augmentation 50K 640 x 640 SGD cosine decay X 59.30 23.6

Table 4. Object detection performance using different channels
combinations to construct the BEV image inputs.

ch.ech ch.amp ch_azi mAPs5g mAP Custom KPI

v v v 75.82 40.65 75.53
v 71.69 37.74 75.44
v 49.89 20.12 68.16

v 50.23 20.22 68.59

v v 71.76 36.37 74.19
v v 73.03 38.75 74.59
v v 56.59 23.81 68.98

truth bounding box lies within the square. * We note that
our default model performs well overall, and is particularly
accurate when objects are located in front of the car and
< 3 meters from the bumper, and tend to become slightly
more inaccurate as the distance increase and the objects are
further away from the frontal field of view (as can be ap-
preciated in the speedbump example). This qualitative pat-
tern agrees with the common wisdom that ultrasonic sen-
sors are particularly useful for near-range detection and can
help cover other sensors’ blind spots [21]. Note how the
single-channel, non time-aggregated baseline performs sig-
nificantly worse, but still shows the same qualitative pattern
of relative performance for different distances and angle.

4.4. Ablation Studies

In this section, we validate the effect of each design
choice and hyperparameter setting.

Channels Usage. A study on channels information im-
pact on detection accuracy is carried out in order to under-
stand the expressive power of each channel. For this analy-
sis, we have trained our default model separately on single-
channel images as well as on images with different channel
combinations. As can be seen in Table 4, the most rele-
vant information is contained in the max echoes channel,

4The empty squares refers to training trajectories excluded from testing.

(a) Childdummy

(b) Pole (c) Speedbump

Figure 7. Example of object detection results with default model (top)
and baseline (bottom) for different objects and distances. Ground truth
and predicted boxes are shown in red and yellow, respectively. The BEV
channels are not shown to improve the visibility of the predictions.

confirming the heuristic intuition behind the channel’s defi-
nition as in Section 3.1.3. Conversely, the amplitude and az-
imuth angle channels have less expressive power and lead to
sub-par performances, either taken alone or in combination.
Finally, we note that adding amplitude and azimuth infor-
mation on top of the main echoes channel improves the per-
formance, if only incrementally, with the model trained on
all three channels achieving the best performance among all
the combinations. This suggests that including additional
channels, leveraging domain knowledge of the underlying
USS physics, can further enhance the performance.

Model selection and Hyperparameter Tuning In Ta-
ble 3 we present several modifications done to the default
model described in 4.2. For each variant, we changed one
single hyperparameter while keeping the others the same.
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(a) Childummy (b) Pole. (c) Speedbump.

Figure 8. OD performance for each relative position between car and ob-
ject, for default (top) and baseline (bottom) models. Each square is 20-by-
20 cm and is color-coded based on the avg. KPI for that relative position.

a) Optimizer selection: We compared Adam optimizer
with Stochastic Gradient Descent (SGD) optimizer. For
SGD, we conduct experiments with and without momen-
tum. The results presented in Table 3 shows that OD
model with SGD achieves significantly improved perfor-
mance compared to model trained with Adam optimizer.
SGD without momentum provides further improvements
compared to SGD with the momentum.

b) Image size: We compared the baseline 640 x 640
resolution with 1024 x 1024 using SGD optimizer with-
out momentum. As opposed to other sensing modalities
such as camera, the model performs slighlty better with de-
creased resolution. A possible explanation for this result is
the fact that USS-based BEV images are low-resolution by
construction, since the pixel size corresponds to a relatively
large 5-by-5 cm square. This pixel size is lower bounded
by the actual margin of error of ultrasonic sensors, and ex-
cessive artificial upscaling can hinder the model’s ability to
learn key features such as object boundaries.

¢) Training duration: We compared the model perfor-
mance across varying training steps. As expected, model
performance slightly improves with higher number of steps.

d) Learning rate: We compared a cosine decay learning
rate schedule with a fixed learning rate, and have observed
that the cosine schedule achieves significantly better results.

e) Data augmentation: We compared the results of our
model trained with and without our default data augmen-
tation scheme (random cropping and horizontal flipping),
observing that the augmentation does improve performance

64,81.7

—eo— (K, mAPs5)

[ 10 20 30 40 50 60 70

Length of temporal aggregation window (K)

Figure 9. Impact of size of temporal aggregation window K on model
performance. The diminishing return behavior can be used to inform the
ideal size K for different usecases.

significantly, as is often the case for standard RGB images.

Effect of temporal aggregation Figure 9 shows the re-
sults of a sensitivity analysis with respect to different aggre-
gation window sizes K = 2,5, 10, 15, 20, 25, 32, 64, cor-
responding to temporal durations between 0.05 and 2 sec-
onds. While both mAP5y and custom KPI increase with
K, the improvement tends to saturate and gives diminish-
ing return after approximately K = 16, corresponding to
~ 0.5 seconds. This is especially important as longer tem-
poral aggregation of 32 or 64 cycles (corresponding to 1 or
2 seconds) might not be feasible in real time scenarios with
higher-speed and moving objects, where information from
past ultrasonic cycles might become outdated quicker.

5. Conclusion

In this paper, we have proposed a novel ultrasonic sen-
sor based object detection framework for autonomous vehi-
cles. In particular, we developed an end-to-end framework
where we first transformed input tabular USS data into vox-
elized 3D point cloud. Following, multi-channels bird’s eye
view images were obtained from the generated voxelized
point clouds and used as input to a deep learning model
based on the single-shot detector object detection architec-
ture. We further proposed a channel-dependent temporal
aggregation procedure for generating high quality images.
Our extensive experiments have shown the feasibility of the
proposed framework for object detection in autonomous ve-
hicles using ultrasonic sensors, adding to the AV literature
for sensors other than camera and LiDAR.

In the future, we plan to extend the approach to mov-
ing objects scenarios, perform object’s height classifica-
tion, and investigate how USS-based perception can be inte-
grated in sensor-fusion pipelines. We hope that the findings
of this study on ultrasonic sensor based object detection will
serve as a catalyst for further research in the field of percep-
tion tasks for autonomous vehicles, and that the insights and
guidelines provided in this study can serve as valuable base-
line for future work in the area.
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