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Abstract

Rain removal is an essential task in computer vision,

particularly for applications such as autonomous naviga-

tion to function seamlessly during rain. However, most

existing single-image deraining algorithms are limited by

their inability to generalize on diverse real-world rainy im-

ages, the need for real-time processing, and the lack of task-

driven metric enhancement. This paper proposes MobileD-

eRainGAN, an efficient semi-supervised algorithm that ad-

dresses these challenges. The proposed approach includes

a novel latent bridge network and multi-scale discrimina-

tor that effectively removes rain-related artifacts at differ-

ent scales. Our cross-domain experiments on Rain1400 and

RainCityscapes datasets demonstrate substantial improve-

ments over state-of-the-art methods in terms of generaliza-

tion and object detection scores in a semi-supervised set-

ting. Furthermore, our approach is significantly faster and

can run in real-time even on edge devices. Overall, our pro-

posed MobileDeRainGAN algorithm offers a significant im-

provement in rain removal performance on real-world im-

ages while being efficient, scalable, and suitable for real-

world applications.

1. Introduction

Rainfall can severely degrade the quality of images cap-

tured during adverse weather conditions, resulting in arti-

facts such as occlusion. Rain removal plays a critical role in

computer vision applications such as autonomous naviga-

tion and surveillance, where image quality is paramount for

accurate analysis and decision making. The popular bench-

mark datasets and models used in the field tend to ignore

images with rain, leading to a performance drop during rain-

fall. Therefore, removing the artifacts caused by rain from

images is critical to ensure seamless performance of the al-

gorithms such as object recognition, detection, and segmen-

tation [36, 37] even during rainfall.

*Work done while interning at Ottonomy Inc

Figure 1. Comparison of synthetic rain images with real-world

rain. Typical synthetic rain images (top row) lack diversity while

real-world rain (bottom row) exhibits diverse patterns, often with

the same image in terms of streak size, direction and appearance.

Over the last two decades, rain removal research has

made significant progress. However, it faces several chal-

lenges, including i) the lack of incorporating real-world

datasets during training, which results in a domain gap,

ii) computationally expensive forward passes that impede

real-time performance, and iii) the neglect of evaluating

application-oriented metrics. Similar research problems

like raindrop and haze removal have tackled the first chal-

lenge by creating setups to collect real data. Qian et al. [34]

curated a paired image dataset for raindrop removal by cap-

turing image pairs with and without a glass plane sprinkled

with water droplets. Ancuti et al. [1] created a paired image

dataset called O-HAZE by generating haze using profes-

sional haze machines. However, such a paired image dataset

doesn’t exist for rain removal. Most works address this is-

sue by synthetically adding rain to clean images [7], result-

ing in poor performance when tested on real-world rain im-

ages. Conversely, [40] proposed an alternative solution by

artificially removing rain streaks from rainy images to gen-

erate a paired dataset using human supervision. However,

the dataset had a fundamental limitation of lacking diversity

in the rain patterns [4]. Some works [42] also address this

challenge by developing sophisticated models that include

different components of rain in images but they can never

entirely capture the real-world rain model due to a large
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amount of diversity. Most existing works fail to tackle the

second challenge and have a poor inference time, rendering

it impractical to be used as a preprocessing step for tasks

like real-time object detection. Only a few works, such as

LPNet [8], have focused on introducing lightweight compo-

nents into the architecture design. The third major challenge

is that, while existing works acknowledge the applications

of rain removal to benefit tasks like autonomous navigation

and surveillance, they are largely neglected during evalua-

tion. Almost all rain removal algorithms are evaluated only

using traditional image quality metrics such as PSNR and

SSIM and fail to consider the performance improvement in

object recognition, detection and segmentation. It is even

possible for a performance drop in such tasks after deraining

due to undesirable alterations introduced in the non-rainy

background, as shown in later sections. For instance, Rai et

al. [35] observed that the mIoU score for semantic segmen-

tation after rain removal was significantly lower than that of

the original rainy images.

In recent years, various Generative Adversarial Network

(introduced by Goodfellow et al. [11]) based approaches

have been proposed to address the problem of image arti-

facts caused by rain [21,28,50]. Although these approaches

have demonstrated promising results, GAN-based models

often make more modifications to the image than necessary,

resulting in overcompensation. This effect is illustrated in

Fig. 4 and quantitatively evaluated in later sections. While

this may not seem like a significant drawback when assess-

ing the results qualitatively, it can cause problems when us-

ing the overcompensated image as input for other neural

networks, such as an object detection model. In fact, the

overcompensation acts as a form of an adversarial attack, as

the minor changes can deceive benchmarked models. Fur-

thermore, most of these works evaluate their results on la-

beled synthetic datasets and overlook task-driven metrics,

which can limit their practical usefulness in real-world ap-

plications.

This paper proposes MobileDeRainGAN, a novel ap-

proach to single image deraining using generative adversar-

ial learning. To address the challenge of real-time perfor-

mance, we draw inspiration from MobileNetv2 [38] and use

inverted residual blocks in the generator network. To bridge

the domain gap between labeled and unlabeled data, we in-

troduce a latent bridge network. Furthermore, we employ a

multi-scale discriminative network to produce globally co-

herent images while simultaneously attending to finer rain

artifacts. To accommodate different hardware and applica-

tion requirements, we demonstrate a trade-off between im-

age quality and inference time. In summary, the key contri-

butions of this paper are as follows:

• We propose MobileDeRainGAN, which is a semi-

supervised deraining algorithm that effectively incorpo-

rates real-world unlabeled data during training, unlike

many existing works in the literature.

• Our proposed method achieves real-time performance

even on edge devices, making it highly suitable for prac-

tical applications.

• Through cross-domain experiments and evaluation of

application-based metrics, we demonstrate that MobileD-

eRainGAN is a useful preprocessing step for autonomous

navigation and surveillance systems, paving the way for

further advancements in this field.

2. Related Works

Removing rain from images has been an extensively

studied problem in the literature and received significant at-

tention over the past two decades. The problem is broadly

classified into two categories. The first category is single

image deraining, which uses the spatial context within a

single image to reconstruct a rain-free image. Earlier ap-

proaches depended on image priors and used techniques

like image decomposition [16], sparse coding [27], non-

local mean filtering [17] and Gaussian mixture models [24].

The second category is video or multi-image deraining,

which utilizes both spatial and temporal context in a se-

quence of images. Some of the first works [9, 10] in the

field were video-based methods that relied on photometric

properties of rain for detection and averaging them across

the temporal domain for removal.

Recently, deep learning-based approaches have become

the standard for image deraining due to their effectiveness

in exploiting large amounts of data. Yang et al. [43] pro-

posed a recurrent neural network that jointly detects and re-

moves rain by decomposing them into multiple layers of

rain streaks of different shapes and directions. Fu et al. [6]

presented a convolutional neural network-based method to

learn a mapping between rain and rain-free image pairs.

Zhang et al. [50] explore using a conditional generative ad-

versarial network to obtain higher quality reconstruction.

Fu et al. [7] proposed a deep detail network, an end-to-

end CNN, to learn a mapping function between the resid-

ual layer and detail layer. Zhang and Patel [49] employed

a density-aware multi-stream densely connected CNN to

classify rain density to guide rain removal from images. Li

et al. [22] proposed a contextual dilated network with atten-

tion to predict stage-wise residual iteratively. Chen et al. [3]

formulated a video-based method for spatial-temporal con-

tent alignment and a convolutional neural network to recon-

struct rain-free background from a rainy image. Yang et

al. [44] proposed SLDNet to self-learn rain streak removal

and recover rain-free background using temporal correla-

tion and consistency from image sequences.

While video-based methods tend to self-supervise the

learning process due to temporal consistency, the single
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Figure 2. Overview of the MobileDeRainGAN network. Synthetic and real rainy images are passed to the generator to remove rain-related

artifacts. The resulting latent spaces are bridged using a latent bridge network for domain adaptation. The multi-scale discriminator

incorporates unlabeled data and improves image quality at multiple scales with priority to smaller scales due to the nature of the problem.

image-based methods rely on exploiting the relationship be-

tween rain and rain-free image pairs. Due to the problem’s

nature, most single-image-based methods use synthetically

generated data for training and have achieved excellent re-

sults. However, due to the inherent domain gap, they tend

to perform sub-optimally during testing using real-world

images. Recently, semi-supervised approaches have been

proposed to deal with the problem by incorporating unla-

beled real data into the training phase. Wei et al. [41] pro-

posed SIRR, a semi-supervised transfer learning approach

to eliminate the bias-to-supervised-sample issue. Inspired

by the work, Yasarla et al. [46] proposed Syn2Real for semi-

supervised transfer learning using Gaussian processes. Yue

et al. [47] proposed a video-based semi-supervised method

to generate realistic rain by training a dynamical rain gen-

erator on unlabeled real data.

3. Proposed Method

Each sample in the dataset consists of two pairs of im-

ages, referred to as the labeled and unlabeled image pairs,

denoted by IL and IUL, respectively. IL and IUL are from

two different domains, typically synthetic and real-world

rain images. The labeled and unlabeled image pairs are

denoted as IL = {IRL , ICL } and IUL = {IRUL, I
C
UL}, re-

spectively. The labeled rainy image IRL , has a one-to-one

correspondence with the labeled clean image ICL , while this

correspondence doesn’t hold for the unlabeled image pairs.

Note that ICUL can be substituted by ICL . However, having

ICUL from a similar distribution as IRUL improves the stabil-

ity of adversarial training. The overview of MobileDeRain-

GAN shown in Fig. 2 consists of a conditional generative

adversarial network. The generator is an image-to-image

translational network that removes the artifacts caused by

rain. The discriminator helps to improve the quality and

minimize artifacts in an unsupervised setting. We also in-

troduce a new network referred to as the latent bridge net-

work to generalize rain removal between the two domains.

The following sections describe each of these components

in detail.

3.1. Generator

The generator network is a CNN-based encoder-decoder

architecture to facilitate image-to-image translation. The

network uses a UNet backbone that utilizes skip connec-

tions for long-range information sharing. Each block in the

network comprises the following three subblocks: An in-

verted residual block, a depth-wise separable convolution

layer for changing the channel depth and a squeeze and

excitation block for channel attention. MobileNetV2 [38]

introduced inverted residual blocks with a residual connec-

tion between the thin bottleneck layers to minimize com-

putation. A squeeze and excitation block introduces chan-

nel attention in the inverted residual block. Compared to

other forms of attention, channel attention introduces the

least amount of overhead in memory and speed, making

it suitable for real-time applications. The computation re-

quired can be adjusted by varying the expansion ratio in the

inverted residual block. No normalization layers are used in

the entire generator network, as it was found to hurt perfor-

mance severely. We show in the later sections that it is im-

portant to treat the labeled and unlabeled image pairs differ-

ently to preserve the semantic information in the non-rainy
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background. Normalization layers prevent this by reducing

the internal covariate shift and rescaling feature maps to fit

both distributions. The equations governing the generator:

[ZL, ZUL] = [G
enc

(IRL ), Genc(IRUL)] (1)

[I
DR

L , IDR
UL ] = [Gdec(ZL), G

dec(ZUL)] (2)

where Genc and Gdec are the encoder and decoder of the

generator. ZL and ZUL are the latent spaces corresponding

to labeled and unlabeled rainy images. IDR
L and IDR

UL are

the derained images corresponding to labeled and unlabeled

rainy images.

3.2. Discriminator

The generator, as a stand-alone, can only be trained with

the labeled data using a supervised loss function. However,

with the discriminator, the unpaired image data can be uti-

lized in an unsupervised setting. Like PatchGAN [14], the

discriminative network is fully convolutional to suit varying

input sizes. Iizuka et al. [13] proposed GLCIC and intro-

duced context discriminators for using global and local dis-

criminators to improve image inpainting significantly. The

global discriminator assesses the quality of the synthesized

image as a whole, while the local discriminator improves

local consistency. Unlike GLCIC, which uses separate dis-

criminators, this work utilizes a single discriminator that an-

alyzes the image on multiple scales. The inspiration for this

comes from the human visual cortex, which does not use

different modules for perception [20, 29]. Rather, using a

single network can benefit from the flow of complementary

information to assess image quality at different scales. As

shown in Fig. 2, the discriminator uses randomly cropped

patches of varying scales. We define a set C consisting of

nc crop ratios, where nc refers to the number of scales of

the multi-scale discriminator.

C = {ci}
nc

i=1
(3)

(hi, wi) =

(

H

ci
,
W

ci

)

∀ i ∈ [i, nc] (4)

where h,w and H,W are the heights and widths of the

cropped patches and the input image, respectively. The fol-

lowing equations govern the output of the discriminator:

Pi(I) = RandPatches(hi, wi, ci) (5)

ϕi(I) = AdptPool(D(Pi(I))) (6)

ϕ(I) = ϕ1(I)⊕ ϕ2(I)⊕ · · ·ϕnc
(I) (7)

The patch Pi(I) → R
ci×3×hi×wi is a batch of ci (from

Eq. (4)) randomly cropped RGB patches of size 3×hi×wi

each, from the image I . The vector ϕi(I) → R
ci×1×1×1 is
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Figure 3. Configuration of the latent bridge network. The latent

spaces corresponding to rainy and derained images are subtracted

to obtain a rain-related latent space. The divergence between rain-

related latent spaces of labeled and unlabeled data are minimized

to achieve domain adaptation.

the intermediate output obtained by adaptive average pool-

ing the output when the patch Pi(I) is passed to discrim-

inator D. The final output ϕ(I), is a concatenation of all

the intermediate outputs. Thus, the contribution of various

patches to the final output is proportional to the crop ratio

and inversely proportional to the size of the patch. It is fa-

vorable to have more contribution from smaller patches than

larger patches as the degradation due to rain occurs more

at a smaller scale. Each discriminator block consists of a

residual block with channel attention followed by a convo-

lutional layer for increasing channel depth. The discrimi-

nator only sees images from the unlabeled image domain;

hence we use a normalization layer after each convolutional

layer. Spectral normalization [31] is chosen as it improves

the training stability of GANs by alleviating vanishing and

exploding gradients [25].

3.3. Latent Bridge Network

As shown in Fig. 1, synthetic and real rain have widely

different characteristics. Thus, a deraining algorithm per-

forming well on synthetic data might often fail to remove

rain from real-world images. To overcome this, a latent

bridge network is introduced. The goal of this bridge net-

work is to force the encoder of the generator to be indif-

ferent to real and synthetic rain. Encoder-decoder networks

use the latent space as a bottleneck to condense useful infor-

mation [2]. A rain removal network encoder-decoder net-

work thus encodes rain features in its latent space [23]. So,

an ideal encoder should be able to distill real and synthetic

images to produce latent spaces that belong to the same dis-

tribution. Achieving this would generalize rain removal on

real images guided by synthetic rain removal in a semi-

supervised setting. One way to enforce this shared distri-
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Figure 4. Derained real-world images (top) and their residuals (bottom). Most methods overcompensate rain removal by affecting the

non-rainy background layer of the image. This subtle modification mostly invisible to the naked eye leads to a drop in task-driven metrics

compared to the rainy image. Red boxes show zoomed view to compare rain removal.

bution could be to minimize a loss like Kullback–Leibler

divergence [39] between the two latent spaces. However,

initial experiments showed that this hugely affects derain-

ing performance, especially if the initial distribution of syn-

thetic and real images are very different. Fig. 3 shows a

workaround by using the difference between latent spaces

of rainy and derained images to target parts of the latent

space that contribute the most in encoding rain. These dif-

ferences between synthetic and real images are used to min-

imize Kullback–Leibler divergence loss.

3.4. Loss

The overall loss of the network is a weighted sum of two

supervised and three unsupervised losses. The supervised

losses directly guide the network to minimize L1 loss and

perceptual quality loss, given the synthetic input and ground

truth image pair. The unsupervised losses facilitate the in-

corporation of unpaired real data. The losses include adver-

sarial loss, bridge loss and consistency loss.

Ltotal = LL1 + λpercepLpercep

+ λadvLadv + λbridgeLbridge

+ λconstLconst (8)

Consistent with existing works, L1 loss performed better

than L2 loss which caused blurring artifacts. The pretrained

VGG16 network on ImageNet is used as a feature extractor

at layers 3, 8 and 15 to minimize the perceptual loss on

synthetic data. Eq. (9) and Eq. (10) show the formulation of

both the supervised losses.

LL1 =
∣

∣IDR
L − ICL

∣

∣ (9)

Lpercep =
∑

i=3,8,15

∣

∣V GGi(I
DR
L )− V GGi(I

C
L )

∣

∣

2

(10)

Adversarial loss helps to utilize the unpaired real im-

age dataset to make the generator synthesize better quality

derained images. The bridge loss uses the difference be-

tween the rainy and derained latent spaces of synthetic and

real images to enforce a constraint on feature extraction by

the encoder. Finally, consistency loss restricts changes to

clean and derained images when passed into the generator

to minimize undesirable modifications to derained images.

Eq. (11) - Eq. (13) show the formulation of all the unsuper-

vised losses.

Ladv = min
G

max
D

[

log(ϕ(ICUL))

+ log(1− ϕ(I
DR

UL ))
]

(11)

Lbridge =
[

ZL −Genc(IDR
L )

]

[

log
(

ZL −Genc(IDR
L )

)

− log
(

ZUL −Genc(IDR
UL )

)]

(12)

Lconst =
∣

∣

∣
Gdec

(

G
enc

(IDR
UL ⊕ ICUL)

)

− (I
DR

UL ⊕ ICUL)
∣

∣

∣
(13)

4. Experiments and Results

4.1. Datasets

Hu et al. [12] introduced the RainCityscapes dataset con-

sisting of 10,620 images by modeling synthetic rain by

studying the effect of rainfall based on scene depth to im-

prove realism. Unlike traditional synthetic rain datasets,

which contain just a few types of rain streaks usually added

using Photoshop [33], RainCityscapes use depth informa-

tion in the Cityscapes dataset [5] to add fog-like layers

causing varying object visibility with depth from the cam-

era. To show the effectiveness of our method using cross-

domain experiments, we also use the Rain1400 synthetic
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Type Dataset/Model Venue PSNR (↑) SSIM (↑) mAP (↑) Inference (fps) (↑)

Clean [5] CVPR16 ∞ 1.00 13.81 -

Rainy [12] CVPR19 16.94 0.81 9.23 -

UMRL [45] CVPR19 16.26 0.76 7.23 4.67

Yang et al. [42] CVPR19 16.90 0.68 9.60 1.64

Fully LPNet [8] TNNLS20 17.30 0.81 9.81 22.47

Supervised MPRNet [48] CVPR21 17.19 0.83 8.36 2.17

TransWeather [15] CVPR22 19.73 0.87 10.52 15.18

CycleGAN [52] ICCV17 23.38 0.79 6.49 6.38

Un/Semi- Syn2Real [46] CVPR20 19.74 0.79 7.64 5.55

Supervised S2VD [47] CVPR21 16.96 0.81 9.24 14.43

Ours - 25.98 0.87 11.53 33.29

Table 1. Quantitative comparison of various methods on the RainCityscapes dataset. PSNR and SSIM metrics quantify the capability

of domain adaptation, mAP@0.5 score quantifies task-driven performance and inference speed shows the ability to deploy in real-time

systems. Red and Blue correspond to first and second best results. (↑) indicates higher is better.

Dataset/Model Venue mAP (↑) BRISQUE (↓)

Rainy - 6.03 27.40

UMRL [45] CVPR19 5.75 23.29

Yang et al. [42] CVPR19 5.68 34.28

LPNet [8] TNNLS20 6.27 25.87

MPRNet [48] CVPR21 5.43 24.00

TransWeather [15] CVPR22 6.16 23.94

Syn2Real [46] CVPR20 6.25 22.61

S2VD [47] CVPR21 5.98 25.62

Ours - 7.32 21.68

Table 2. Comparison of task-driven (mAP@0.5) and no-reference

(BRISQUE) metrics on a small-scale real-world dataset with 100

rainy images collected from the internet. Red and Blue correspond

to first and second best results. (↑) and (↓) indicate higher and

lower is better, respectively.

dataset, which is of similar size but with a completely dif-

ferent model of rain and image distribution. Apart from

the increased complexity of the rain model, RainCityscapes

dataset also provides the advantage of using bounding box

labels from the CityPersons dataset [51] to evaluate object

detection performance after rain removal. Fu et al. [7] intro-

duced Rain1400 containing 14,000 images using 14 differ-

ent types of rain streaks with 1000 images. We also use real-

world rainy images collected from stock footage, Google

image search and images from [19, 50]. Finally, we manu-

ally label bounding boxes for 100 real-world rainy images

to quantify deraining performance on real-world rain.

4.2. Implementation Details

The network is implemented using PyTorch [32], trained

on an NVIDIA Tesla V100 with a batch size of 4 for

100 epochs. We use a learning rate of 0.0002 with

the Adam optimizer [18]. The learning rate is de-

cayed by a factor of 0.8 every 20 epochs. The weights

for the supervised and unsupervised losses (Eq. (8)) are

[λpercep, λadv, λbridge, λconst] = [0.05, 0.05, 0.1, 0.1]. The

Model PSNR SSIM (↑) mAP (↑)

Generator 18.37 0.80 5.98

+ Semi-supervision (disc.) 24.10 0.84 7.50

+ Channel Attention 24.64 0.83 8.51

+ Consistency Loss 24.93 0.84 8.61

+ Multi-scale Discriminator 25.42 0.85 8.82

+ Latent Bridge Network 25.98 0.87 11.53

Table 3. Ablation Study on the proposed architecture to analyze

contribution of the key components of the network. Each row adds

a new component to the model along with the ones in the rows

above. Last row is the full MobileDeRainGAN architecture.

set C of crop ratios (Eq. (3)) is [1, 4, 16]. Additional details

can be found in the supplementary material.

4.3. Cross­Domain Analysis

This paper proposes a setup for quantitative evaluation

of semi-supervised methods using cross-domain analysis.

We train the model using Rain1400 in a supervised fash-

ion while incorporating RainCityscapes in an unsupervised

fashion. As both these datasets are significantly different,

rain removal performance on RainCityscapes provides a

good quantitative estimate of the model’s ability to gener-

alize to a different distribution. The results are tabulated

using PSNR, SSIM and mAP@0.5 scores of the YOLOv5

model as metrics. To ensure fairness in testing, the semi-

supervised and unsupervised methods are trained using the

RainCityscapes dataset without labels, while the super-

vised methods are evaluated on the pretrained models open-

sourced by the authors, as they can’t be finetuned on an un-

labeled dataset.

We compare the proposed method with several existing

methods like UMRL [45], LPNet [8], MPRNet [48], Yang

et al. [42], TransWeather [15], CycleGAN [52], Syn2Real

[46] and S2VD [47]. The results in Tab. 1 show that the pro-

posed method outperforms the existing methods by a signif-
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Figure 5. Sample qualitative results on real-world images. Red boxes show zoomed in patches for better comparison.

Input Syn2Real MPRNet S2VD TransWeather OursLPNet

Figure 6. Sample results of object detection using YOLOv5 model after deraining using various algorithms. We show that even in the case

of partial deraining during heavy rainfall (bottom row), the detection confidence increases.

icant margin. Note that some works like TransWeather use

a diverse dataset, including different weather patterns, yet

have a significant performance drop on unseen unlabeled

datasets where finetuning is infeasible. Consistent with the

observations in [19] and [35], there is a drop or only minor

improvement in the mAP score after deraining using most

of the existing works. Using deraining as a preprocessing

step for autonomous navigation and surveillance applica-

tions becomes impractical when rainy images have a bet-

ter mAP score. Note that for CycleGAN, the mAP score

is the lowest despite having the second highest PSNR met-

ric. Thus, conventional image quality metrics used to re-

port performance in the literature aren’t necessarily a good

indicator of deraining performance for application-based

goals. Fig. 4 shows the residuals from deraining for various

methods. The residuals show that the semantic structure of

the non-rainy background is affected which is subtle to the

naked eye, but hurts the performance of task-driven metrics

more than what deraining can compensate.

4.4. Performance and Limitations on Real Rain

The proposed method can achieve domain adaptation

from not just one synthetic data to another but also from

synthetic data to real data. To support this argument,

we train the model using a combination of Rain1400 and

RainCityscapes as the labeled dataset and the collected real-

world rainy images as the unlabeled dataset. Fig. 5 illus-

trates the qualitative results of deraining on real-world rainy

images. It can be seen that the proposed method outper-

forms the other methods by producing results with better

visual quality. Fig. 6 shows the results of object detection

after deraining using YOLOv5. The bottom row of Fig. 6

is a challenging real-world scenario with heavy fog and rain

obstructing the objects of interest. Even though the all mod-

els under consideration only partially derain in this case, in-

cluding ours, we can observe that the object detection model

has a relatively higher confidence. We also quantitatively

compare the performance in terms of a no-reference metric

BRISQUE [30] and object detection mAP score at 0.5 IoU

on a small subset of manually labeled images. The results

are tabulated in Tab. 2.

5. Discussion

Snow Removal: A robust model must adapt to different

scenarios with limited data and training time. To test this,

we transfer learn the model trained on RainCityscapes and

real-world rain with Snow100K [26]. Snow 100K contains

100K synthetic snow images and 1329 real images. We

take 1000 images each from synthetic and real snow data

and transfer learn the model for 10 epochs. Even with a

relatively small dataset and training period the model gen-

eralizes quickly to the new scenario. Synthetic desnowing

resulted in a PSNR score of 26.8 dB PSNR. While state-of-
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Figure 7. Sample qualitative results of densowing on real snowy

images. This demonstrates the robustness of the model as it adapts

to the new weather conditions with less training data and time us-

ing transfer learning.

a) b)

Figure 8. Performance curves of MobileDeRainGAN vs other

methods. For our networks, we use expansion ratios 3, 6 and 12

for all resolutions. a) Inference speed vs PSNR score. b) Inference

speed vs mAP@0.5 for YOLOv5.

the-art models have surpassed this score, we must note that

the model just used 1% of the synthetic dataset. Yet, the

model removes snow from real snowy images in a robust

manner. Fig. 7 shows sample qualitative results on desnow-

ing real snowy images. The supplementary video attached

shows improvement in object detection after desnowing in

a real-world video captured from a surveillance camera.

Ablation Study: An ablation study is conducted to under-

stand the contributions from the major components of the

architecture. Similar to the quantitative analysis section, we

use Rain1400 as the labeled dataset and RainCityscapes as

the unlabeled dataset. First, we use a baseline generator

model trained on Rain1400 and evaluate on RainCityscapes.

Without incorporating the RainCityscapes data in a semi-

supervised setting, the results are poor. Then we use the

baseline generator-discriminator model. Then we add SE

block for channel attention at the end of each generator and

discriminator block. We then add consistency loss during

the training phase with a coefficient of 0.1. Then we intro-

duce a multi-scale discriminator looking at patches of size

16, 64 and 256. Finally, we introduce the latent bridge net-

work into the generator architecture for domain adaptation.

This final configuration is the MobileDeRainGAN architec-

ture used during the analysis in the previous sections. The

performance metrics are tabulated in Tab. 3 and show the

significance of each component used. Note that, while all

components slightly improve PSNR/SSIM metrics, the la-

tent bridge network significantly improves the task-driven

metric contributing to the novelty of the model.

Inference Times: Facilitating autonomous navigation in

real-time during rainfall requires deraining as a preprocess-

ing step. To this end, we evaluate the feed-forward time for

deraining using various models on an NVIDIA Jetson AGX

Xavier. The calculation excludes any data loading time and

only uses the feed-forward time for a 256x256 image. The

results tabulated in Tab. 1 show that the proposed method

significantly outperforms the existing methods. Note, that

this speed is for the standard model and a trade off between

speed and performance can produce faster variants.

Performance Analysis: Achieving a tradeoff between

speed and performance metrics can be useful in choosing a

model variant based on the hardware used for deployment.

Fig. 8 shows the performance of different variants of the

proposed model against other works. For a given resolution

of input image, three variants of the model are obtained by

varying the expansion ratio as 3, 6 and 12. The figure also

acts as an ablation for choosing expansion ratio as 6 and

input image resolution as 256x256 as it achieves real-time

inference while maximizing the performance metrics. Note

that for fair , part b) of the figure does not include images of

resolution 128x128 due to significant drop in mAP caused

by resolution drop.

6. Conclusion

In this paper, we introduced MobileDeRainGAN, a

semi-supervised domain adaptation method that removes

rain from real images with significantly better results than

existing state-of-the-art methods while using a fraction of

the computational resources of existing methods. Our

approach is based on a novel latent bridge network and

multi-scale discriminator that builds off of existing semi-

supervised and GAN-based works to tackle the issue of over

and under deraining to achieve better task-driven metrics.

Being significantly faster than existing methods allows us

to trade-off between speed and performance based on hard-

ware. Additionally, our experiments demonstrate that our

approach can also be generalized for snow removal. Over-

all, our work has important implications for real-world ap-

plications like autonomous navigation, that require high-

quality image processing in real-time under adverse weather

conditions. We believe that our findings will inspire further

research in this area, leading to the development of more

practical and effective approaches for image restoration in

challenging environments.
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[20] Wu Li, Valentin Piëch, and Charles D. Gilbert. Perceptual

learning and top-down influences in primary visual cortex.

Nature neuroscience, 7(6):651–657, 2004. 4

[21] Xuelong Li, Kai Kou, and Bin Zhao. Weather GAN: multi-

domain weather translation using generative adversarial net-

works. CoRR, abs/2103.05422, 2021. 2

[22] Xia Li, Jianlong Wu, Zhouchen Lin, Hong Liu, and Hong-

bin Zha. Recurrent squeeze-and-excitation context aggrega-

tion net for single image deraining. In ECCV (7), volume

11211 of Lecture Notes in Computer Science, pages 262–

277. Springer, 2018. 2

[23] Yizhou Li, Yusuke Monno, and Masatoshi Okutomi. Single

image deraining network with rain embedding consistency

and layered lstm. In 2022 IEEE/CVF Winter Conference on

Applications of Computer Vision (WACV). IEEE, 2022. 4

[24] Yu Li, Robby T. Tan, Xiaojie Guo, Jiangbo Lu, and

Michael S. Brown. Rain streak removal using layer priors.

In 2016 IEEE Conference on Computer Vision and Pattern

Recognition (CVPR), pages 2736–2744, 2016. 2

[25] Zinan Lin, Vyas Sekar, and Giulia Fanti. Why spectral

normalization stabilizes gans: Analysis and improvements,

2020. 4

[26] Yun-Fu Liu, Da-Wei Jaw, Shih-Chia Huang, and Jenq-

Neng Hwang. Desnownet: Context-aware deep network for

snow removal. IEEE Transactions on Image Processing,

27(6):3064–3073, 2018. 7

[27] Yu Luo, Yong Xu, and Hui Ji. Removing rain from a sin-

gle image via discriminative sparse coding. In 2015 IEEE

International Conference on Computer Vision (ICCV), pages

3397–3405, 2015. 2

200



[28] Takuro Matsui and Masaaki Ikehara. Gan-based rain noise

removal from single-image considering rain composite mod-

els. IEEE Access, 8:40892–40900, 2020. 2

[29] Justin N. J. McManus, Wu Li, and Charles D. Gilbert. Adap-

tive shape processing in primary visual cortex. Proceedings

of the National Academy of Sciences, 108(24):9739–9746,

2011. 4

[30] Anish Mittal, Anush Krishna Moorthy, and Alan Conrad

Bovik. No-reference image quality assessment in the spa-

tial domain. IEEE Transactions on Image Processing,

21(12):4695–4708, 2012. 7

[31] Takeru Miyato, Toshiki Kataoka, Masanori Koyama, and

Yuichi Yoshida. Spectral normalization for generative ad-

versarial networks, 2018. 4

[32] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer,

James Bradbury, Gregory Chanan, Trevor Killeen, Zeming

Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison,
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