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Abstract

By employing generative deep learning techniques,
Deepfakes are created with the intent to create mistrust
in society, manipulate public opinion and political deci-
sions, and for other malicious purposes such as blackmail,
scamming, and even cyberstalking. As realistic deepfake
may involve manipulation of either audio or video or both,
thus it is important to explore the possibility of detect-
ing deepfakes through the inadequacy of generative algo-
rithms to synchronize audio and visual modalities. Pre-
vailing performant methods, either detect audio or video
cues for deepfakes detection while few ensemble the re-
sults after predictions on both modalities without inspect-
ing relationship between audio and video cues. Deepfake
detection using joint audiovisual representation learning
is not explored much. Therefore, this paper proposes a
unified multimodal framework, Multimodaltrace, which ex-
tracts learned channels from audio and visual modalities,
mixes them independently in IntrAmodality Mixer Layer
(IAML), processes them jointly in IntErModality Mixer Lay-
ers (IEML) from where it is fed to multilabel classification
head. Empirical results show the effectiveness of the pro-
posed framework giving state-of-the-art accuracy of 92.9%
on the FakeAVCeleb dataset. The cross-dataset evaluation
of the proposed framework on World Leaders and Presi-
dential Deepfake Detection Datasets gives an accuracy of
83.61% and 70% respectively. The study also provides in-
sights into how the model focuses on different parts of audio
and visual features through integrated gradient analysis.

1. Introduction

The advancement of generative AI algorithms has re-
sulted in voluminous synthetic media, including the emer-
gence of deepfakes, which are audio and/or visual media
that can be used by malicious actors to spread disinforma-
tion. Visual deepfakes include synthesizing videos by re-
placing the face in a video with another person (FaceSwap),

Figure 1. Techniques for multimodal deepfake detection (a) En-
semble models (b) Single Label Multiclass multimodal (c) Multi-
label multiclass multimodal (proposed)

altering expressions (Expression Swapping), or synchroniz-
ing the lip movement with some sound (Puppet Master),
while audio deepfakes create cloned voices to depict con-
tent that was not spoken. The deepfakes videos and audio
have achieved fidelity that now it becomes difficult for hu-
mans to distinguish it from forged. This brings up a major
privacy and security threat as such media can be used to ma-
nipulate voice recognition systems, disseminate fake news,
defame an individual, or distribute misinformation by im-
personating renowned personnel or celebrities e.g. [1].
Deep learning-based detection methods are increasingly
used for deepfake detection as they show better perfor-
mance [11]. Overall, the algorithms for audiovisual deep-
fake detection can be classified into three categories de-
pending on the modalities they focus on: unimodal, multi-
modal, and ensemble learning. Unimodal deal with a single
modality for deepfake detection. Existing research has ex-
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tensively explored single modality (i.e. image, video, and
audio) deepfake detection methodologies [11]. Multimodal
methods focus on representing audio and visual deepfakes
in the same space [8]. A noticeable work [22] uses attention
between audio and visual modalities for deepfake detection.
Ensemble methods like [7] fuse decisions at the end of au-
dio and visual networks. Limited research has been done on
joint audiovisual representation learning, with most perfor-
mant methods focusing on either audio or visual cues and
ignoring the relationship between the two in a multimodal
manner.
We propose a unified, multimodal audio-visual channel
mixer for deepfake Detection analyzing audio and visual
streams simultaneously. Our framework exploits the spa-
tiotemporal characteristics of the input video along with
spectral features in the input audio. The proposed frame-
work has six blocks named input block, learned channel
extraction block, IntrAmodality Mixer Layers (IAML), In-
tErmodality Mixer Layers (IEML), Channel Fusion, and a
multi-label prediction head. The input block consists of pre-
processing of both audio and visual modalities while the
output block contains a multi-layered perceptron network
with a multi-label classification head. Feature extraction
block comprises Resnet-3D and Resnet1-D architectures for
visual and acoustic modalities, respectively. Each modality
is processed independently in IntrAmodality Mixer Layer
(IAML) through MLP-mixer layers and jointly in IntEr-
modality Mixer Layer (IEML) before finally feeding to the
output block. Our contributions are listed as follows:
1. We propose a novel Audiovisual Patch Mixer for
DeepFake Detection, Multimodaltrace, which fuses learned
channels from audio and visual modalities independently
in IntrAmodality Mixer Layer (IAML) and jointly in IntEr-
Modality Mixer Layer (IEML).
2. We also propose to reformulate the problem of audiovi-
sual deepfake detection as a multi-label classification while
previously it has been studied binary or multi-class classifi-
cation which essentially means our model gives predictions
about each modality while processing in the same space.
3. We evaluate the proposed framework on the
FakeAVCeleb dataset and perform cross-dataset evaluation
on World Leaders Dataset(WLD) and Presidential Deepfake
Dataset(PDD) giving state-of-the-art performance among
all unimodal and multimodal frameworks.We also perform
a cross-dataset evaluation of the proposed framework on
other publicly available datasets. We also perform an in-
tegrated gradient analysis to study the effectiveness of the
proposed framework based on predictions in multi-label
classification heads.

2. Related Work
Video Deepfake Detection. In the last few years, a lot

of work has been done that uses Deep Neural Network ar-

chitectures for deepfake detection using CNNs, and patches
based-based architectures. [4, 9, 15].
Fake Audio Detection. Traditional approaches for detect-
ing spoofed or fake audio employed hand-crafted features
such as Cochlear Filter Cepstral Coefficients Instantaneous
Frequency (CFCCIF) [14], Linear Frequency Cepstral Co-
efficients (LFCC) [16], and Constant-Q Cepstral Coeffi-
cients (CQCC) [17], combining with the Gaussian Mixture
Model (GMM) for classification [18]. Several works use
deep learning-based techniques for detecting fake audio,
utilizing CNNs, RNNs, and a combination of both CNN
and RNN models [13, 20].
Multi-modal Deepfake Detection The current literature
lacks exploration in joint audiovisual representation learn-
ing for detecting deepfakes. Although multimodal architec-
tures have been developed for other vision tasks, not much
work has been done for deepfake detection. [12] developed
an emotional embedding-based audio-visual deepfake de-
tection method. The framework is evaluated on publicly
available datasets not including FakeAVCeleb making the
framework unexplored on jointly forged audiovisual con-
tent. [3] proposed a deepfake video detector that identifies
fake videos based on the discrepancy between audio and vi-
sual components. The authors do not evaluate its effective-
ness on deepfakes with audio and visual forgeries. [8] eval-
uated multiple frameworks including ensembles and mul-
timodal architectures transferred from other domains, but
the multimodal frameworks fail to generalize well on test
data. [7] use audio and visual ensemble transformers for
detecting audiovisual deepfakes. The major disadvantage
of ensemble approaches is ignoring audiovisual cues dur-
ing processing. Lastly, the approach in [6] ensemble au-
dio, video, and audiovisual model showing increased per-
formance on test data. Their major disadvantage, is redun-
dancy of audio, video, and audiovisual models making it
complex. Besides facial deepfakes, other domains have also
been explored like video inpainting detection [19, 21].

3. Proposed Framework
The proposed architecture consists of six blocks with

learned unimodal channel extractors, intramodality feature
mixers, fusion, and joint intermodality feature mixers in the
same space, and finally classifying both audio and video as
a multi-label classification head. An overview of the pro-
posed method is shown in Figure 2 a).

Problem Formulation

We formulate the deepfake detection as a binary clas-
sification task by utilizing both real and fake audiovisual
modalities. To represent a video that includes human
speech, we use the notation X = {xa, xv}, where xa and
xv denote the audio and video channels, respectively. Both
channels consist of sequences of sampled waveform digits
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and video frames. The network that makes prediction is de-
noted as Fθ(X), which includes three parts: the audio chan-
nel extractor Fϕa maps input audio to a feature representa-
tion in RTa×d with Ta and d respectively being the length of
the audio sequence and feature dimension; While Fϕv maps
input video to a feature representation in RTv×d with Tv and
d respectively being the length of video sequence and fea-
ture dimension. Fψav processes maps the audiovisual fea-
ture representation to feature representation in R(Ta+Tv)×d.
The classification layer F maps feature representations to
labels. Consider D = {(ai, vi, yai , yvi)}i = 1N be the
dataset, where y ∈ 0, 1 is label representing whether the in-
put is real or fake. yvi and yai labels for the video and audio
channels respectively and are independent of each other.
Given audio a and video v, audio and visual features are
calculated as in Equation 1.

f∗a, f∗v = Fϕa(a),Fϕv(v) (1)

f∗a and f∗v are audio and video feature representations cal-
culated by Fϕa and Fϕv with a and v being corresponding
audio and videos. The audio and visual feature representa-
tions are are fed to Fψav for joint feature representation as
in Equation 2

f∗av = Fψav(f∗a, f∗v) (2)

f∗av is joint feature representations calculated by Fψav
which is then fed to final classification function F for audio
and visual prediction as in Equation 3

y∗a, y∗v = F(f∗av) (3)

Deepfake detection is a binary classification task for audio
and visual modalities as in Equation 4.

Lcls =
∑

(a,v,ya,yv)∈D

C[(ya, yv), (y∗a, y∗v))] (4)

Where Lcls is the overall loss that is backpropagated.

3.1. Input Block

To preprocess raw audio and videos from the dataset to
be fed to subsequent layers of Multimodaltrace, input block
is used. In this block, all audios are normalized and resam-
pled at a constant sample rate, spectral features are com-
puted using a discrete Fourier transform over the innermost
dimension of the audio. The absolute value of the first half
of the fft is taken which represents the positive frequen-
cies. Videos are resized to a fixed size with a stack of frames
and then standardized in the range of 0 to 1.
Given audio xA with 3200 samples and video xV compris-
ing 5 frames at a frame rate of 25 FPS. fft is a function
calculating Fast Fourier Transform of audio samples and ϖ

truncates negative features as in Equation 5. γ operation re-
sizes the sequence of frames to the fixed dimensions after
which they are standardized using Υ as in Equation 6.

ρA = ϖ(fft(xA)) (5)

ρV = Υ(γ(xV )) (6)

3.2. Learned Channel Extraction (LCE)

To extract deep features from both audio and video to
be fed to mixer layers, unimodal learned channels are ex-
tracted for both modalities. For audio, we use ResNet-1D
architecture to extract deep features. Learned deep channels
for Videos, which are processed as a sequence of frames, are
extracted using a multi-layered 3D Resnet architecture. We
take 3D tublets from these learned channels which are then
projected using dense neurons before finally feeding them
to IntrAmodality Mixer Layer (IAML).
The preprocessed audio ρA and video ρV are fed to channel
extraction layers χA and χV as shown in Equations 7 and
8.

ξA = χA(ρA) (7)

ρ′V = χV (ρV ), ρ
′
V ∈ RT×H×W×C (8)

For audio, 1-D patches are used to be fed to the IntrAmodal-
ity Mixer Layer(IAML) while 3D channels learned in the
Equation 8 of shape (T,H,W,C) transposed to 3D tubelets
with shape (T ·H ·W,C) as shown in Equation 9.

ξV = (ρ′V )
Ξ, ξV ∈ RNV ×C (9)

Ξ operation rearranges visual embeddings ρ′V for feeding
tubelets to the IntrAmodality Mixer Layer and,

NV = T ·H ·W

An illustration of Audio and Visual Channel extractor is
shown in Figure 2 b) and c) respectively.

3.3. IntrAmodality Mixer Layer (IAML)

To mix and learn correlations and patterns within the
learned audio and visual channels, the outputs of Learned
Channel Extractors (LCE) are transformed through In-
trAmodality Mixer Layer (IAML) for both audio and visual
modalities as in Equations 10 and 11 respectively.

ξ∗A = ηA(ξA), ξ
∗
A ∈ RNA×d (10)

ξ∗V = ηV (ξV ), ξ
∗
V ∈ RNV ×d (11)

Where ηA and ηV are independent MLP mixer layers for
audio and visual modalities.
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a) Multitrace Architecture

Figure 2. a) Multimodaltrace : Fuses channels from audio and visual modalities independently using IntrAmodality Mixer Layer (IAML)
and jointly in IntErModality Mixer Layer (IEML). b) Audio Channel Extractor : Extracts spectral features with resampling and learn
features using residual blocks. c) Video Channel Extractor: Resizes sequence of frames, standardizes and extracts features using multiple
residual blocks and pooling layers. d) IAML/IEML: Mixer layers which mix across patch dimensions and pass through a shared mlp block
to learn patterns between patches after which patterns within channels are learned.

The architecture of MLP Mixer is primarily based on multi-
layer perceptrons, which comprise two distinct types of lay-
ers. The first type involves the application of MLPs inde-
pendently to individual channels, which facilitates the com-
bination of per-channel features. The second type of layer
applies MLPs across patches, enabling the mixing of cross-
channel features. Importantly, the MLP Mixer design does
not require sophisticated computations beyond basic matrix
multiplication operations, scalar nonlinearities, and simple
data layouts manipulations such as reshaping and transpo-
sition.
Given channels p ∈ RNp×dim, the MLP Mixer normalizes
it using ℏ after which they are transposed as in Equation 12,

p∗ = (ℏ∗(p))T , p∗ ∈ Rdim×Np (12)

and projected using a shared dense network MLP1 along
channel dimension as in Equation 13,

p∗1 =MLP1(p
∗) (13)

after which they are transposed along with a skip connection
as in Equation 14,

p∗∗1 = (p∗1)
T + p, p∗∗1 ∈ RNp×dim (14)

the result of which is normalized after which another dense
network MLP2 is applied to patch independently as in

Equation 15,

p2 =MLP2(p
∗∗
1 ), p2 ∈ RNp×dim (15)

After which skip connection is applied as in Equation 16,

p∗2 = ℏ∗∗(p2 + p), p∗2 ∈ RNp×dim (16)

The outputs p∗2 are fed to subsequent MLP mixer layers or
classification heads. An illustration of IAML architecture is
shown in Figure 2 d)

3.4. Fusion

For joint learning of audiovisual modalities, the patches
transformed through IntrAmodality Mixer Layer (IAML)
are fused in a single vector, after which they are normal-
ized to be fed to IEML in a joint space as in Equation 17.

ξAV = ℏ(ξ∗A ∥ ξ∗V ), ξAV ∈ RNAV ×d (17)

Where NAV = NA + NV , ∥ operation concatenates audio
embeddings ξ∗A and visual embeddings ξ∗A, while ℏ brings
dual modality features on a similar scale, helping to stabi-
lize the gradient descent step.

3.5. IntErmodality Mixer Layer (IEML)

IEML combines and processes audio and visual patterns
using an MLP-mixer on mixed and normalized tokens from

996



IAML layers. It uses channel-mixing and token-mixing
MLP layers to communicate between channels and spatial
locations, respectively. The layers are interleaved to enable
interaction between audio and visual dimensions.

ξ∗AV = ηAV (ξAV ), ξ
∗
AV ∈ RNAV ×d (18)

Where ηAV represents MLP Mixer architecture for mixing
audio and visual channels.

3.6. Multi-label Classification Head

Multimodaltrace’s classification head uses multiclass
multilabel classification to predict both audio and visual
modalities. The mixed and processed channels obtained
from IEML are fed to an MLP Head from where we get
multi-label classification output. The final logits are given
by a fully connected network as in Equation 19

yf =MLP (ξ∗AV ), yf ∈ R2 (19)

We apply sigmoid function to the logits for obtaining con-
fidence across both audio and visual modalities as in Equa-
tion 20

y∗av = σ(yf ), yav ∈ R2 (20)

Where,

σ(x) =
1

1 + e−x
(21)

4. Experiments and Results
This section covers the experimental setup, datasets, and

results for evaluating the Multimodaltrace model, includ-
ing a comparison with state-of-the-art methods and perfor-
mance on different datasets.

4.1. Datasets

The datasets used in this study include the FakeAVCeleb
dataset, which comprises 500 real videos of celebrities and
over 20,000 fake videos, including lip-synced fake videos
with synthesized audio. The PDD dataset features videos
of US presidents with half being real and the other half
manipulated using lip synchronization, impersonated audio,
and misleading content. The WLD dataset contains real
and deepfake videos of prominent US politicians and presi-
dents created using GANs and comedic impersonators. The
deepfake videos include face-swapped and impersonating
videos. Only FakeAVCeleb Dataset was used for training
the proposed framework as it contained multimodal deep-
fakes including forged audios and videos.

4.2. Training and Hyperparameter Setting

The proposed model is optimized using the Gradient
Centralized Adam optimizer with weight decay and a binary
cross entropy loss. To find the optimal hyperparameters, ex-
tensive experimentation is conducted, including tuning the

Multiclass Multilabel

Figure 3. Comparison of Multilabel and Multiclass prediction
heads on Multimodaltrace. RARV: Real Audio Real Video, FARV:
Fake Audio Real Video, RAFV: Real Audio Fake Video, FAFV:
Fake Audio Fake Video.

learning rate, batch size, label smoothing, and weight decay,
with the optimal values found to be: learning rate = 0.001,
batch size = 32, label smoothing = 0.1, and weight decay =
0.0001. The model is trained in a distributed manner, with
the best model weights stored using early stopping. For
optimal feature extraction, experiments are performed with
different embedding dimensions and ResNet encoder-like
convolution layers, with the best-performing model found
to have an embedding size of 384. To tackle the problem
of data imbalance, data augmentations and samples from
other datasets like VoxCeleb are used for both audio and
visual modalities. Additionally, samples from ASVSpoof
2021 with black frames as inputs for training resulted in the
gradient exploding.

4.3. Performance Analysis

Our proposed architecture showed 92.9% accuracy
which is state-of-the-art on FakeAVCeleb Dataset. We
compare the proposed framework with unimodal, multi-
modal and ensemble baselines as shown in Table 1. The
previous state-of-the-art model is a combination of en-
semble and multimodal [6] gives 3.9% lesser accuracy on
FakeAVCeleb. They ensemble audio, video, and audio-
visual model to give predictions, with a major disadvan-
tage, being the redundancy of audio, video, and audiovisual
modalities making the entire architecture more complex.
The multimodal approaches released by [3, 8] give max-
imum accuracy of 69%. While other multimodal frame-
works are based on the fusion of audio and visual modalities
and show below 70% accuracy on the same dataset. Addi-
tionally, Unimodal models [5,8] showed lower performance
with maximum accuracy being 76.26%. Ensemble mod-
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Table 1. Comparative Analysis of the Multimodaltrace.

Method Model Modality Accuracy
Unimodal [5] LipForensics V 0.76
Unimodal [8] Xception A 0.7626

Unimodal a [8] VGG16 V 0.8103
HRNet-18-BI100K [2, 10] Face X-ray V 0.7288
HRNet-18-BI500K [2, 10] Face X-ray V 0.7565
HRNet-32-BI100K [2, 10] Face X-ray V 0.7675
Ensemble (Soft-Voting) [8] VGG16 AV 0.7804
Ensemble (Hard-Voting) [8] VGG16 AV 0.7804

Multimodal-1 [8] Multimodal-1 AV 0.5
Multimodal-2 [8] Multimodal-2 AV 0.674
Multimodal-3 [8] CDCN AV 0.515
Multimodal-4 [3] Not-made-for-each-other AV 0.69

VFD [2] Multimodal Alignment AV 0.85
Multimodal-5 [6] Ensemble + Multimodal AV 0.89

Multimodaltrace (Multi-class Head) Modality Mixing AV 0.90325
Multimodaltrace (Multilabel - Proposed) Modality Mixing AV 0.929

Table 2. Performance Analysis of the Multimodaltrace.

Class Precision Recall F1-Score
ARVR 0.892 0.853 0.872
AFVR 0.921 0.895 0.908
ARVF 0.95 0.941 0.945
AFVF 0.914 0.921 0.917

els [8] with soft and hard voting showed accuracy values of
78.04%. The unimodal approaches [8] with the VGG16 net-
work showed an accuracy of 81.03% which is better when
compared with ensemble approaches. The Multimodaltrace
with a multiclass head showed better accuracy of 90.325%.
The proposed Multimodaltrace with a multilabel prediction
head outperformed all other models, including the previous
state-of-the-art model.
Table 2 shows the performance analysis of the Multimodal-
trace evaluated on four different classes: 1) ARVR: Real
Audio, Real Video, 2) AFVR: Fake Audio, Real Video,
3) ARVF: Real Audio, Fake Video, 4) AFVF: Fake Au-
dio, Fake Video. For each class, the precision, recall, and
F1-score metrics are reported. From Table 2, we can see
that the proposed Multimodaltrace performs well on all four
classes, with F1-scores ranging from 87.2% to 94.5%. The
best performance is achieved on the ARVF class, with a pre-
cision of 95% and recall of 94.1%, resulting in an F1-score
of 94.5%. The relatively low performance is on the AFVR
class, with an F1-score of 90.8%, which is still quite high.
This indicates that the proposed framework can effectively
detect deepfakes in audiovisual content.

Table 3. Cross-dataset Evaluation: MT ml:MultiModalTrace
with Multilabel head, MT mc:MultiModalTrace with Multiclass
head

Testing Subset MT ml MT mc AVFNet [7]
WLD - FaceSwap 75.84 60.00 73.98
WLD- LipSync 83.33 66.66 69.32
WLD - Imposter 91.66 79.16 61.74

PDD - full 70.00 62.00 78.12

4.4. Multi-label Effectiveness and Cross-dataset
Evaluation

We compare the performance of multiclass and multi-
label prediction heads in Figure 3 demonstrating the im-
proved accuracy with multilabel prediction in Table 1. The
effectiveness of the multilabel approach is further confirmed
by the cross-dataset evaluation on subsets of the WLD
dataset and the complete PDD dataset, as shown in Table
3. The proposed multi-label approach outperforms multi-
class prediction on all subsets and compares favorably to an
ensemble-based approach by [7] on most subsets, except for
the Full Presidential Deepfakes Dataset. The multilabel ap-
proach outperforms the multiclass approach in cross-dataset
evaluation across all testing subsets, with the highest ac-
curacy of 91.66% achieved in the Imposter subset. Inte-
grated gradient analysis is performed to better explain the
relationship between each pipeline’s predictions and input
sequences and audio. The analysis shows the model’s focus
on the particular modality of the input, with gradients com-
puted with respect to both audio and visual modalities for
multimodal inputs. Results are presented in Figure 4.
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Figure 4. Integrated Gradient Analysis on all types of forged samples in FakeAVCeleb dataset. FA - RV: Fake Audio Real Video (gradient
w.r.t audio modality), RA - FV: Real Audio Fake Video (gradient w.r.t video modality), FA - FV (a): Fake Audio Fake Video (gradient
w.r.t. video), FA - FV (b): Fake Audio Fake Video (gradient w.r.t. audio)

5. Future Work

In the future, we plan to investigate the robustness of
our proposed architecture by conducting an analysis of its
performance under various types of noise perturbations and
laundering scenarios. Additionally, we will consider alter-
native methods for integrating audio and visual information
into the model, such as attention mechanisms or graph neu-
ral networks, which may offer improved performance and
interpretability in the learned representations.

6. Conclusion

This paper proposes a state-of-the-art framework, Multi-
modaltrace, for audiovisual deepfake detection, which out-
performs existing methods and achieves an accuracy of
92.9% on the FakeAVCeleb dataset. The proposed frame-
work uses a combination of channel extractors and mixers
to effectively analyze both audio and visual modalities us-
ing IntrAmodality Mixer Layers (IAML) and IntErmodality
Mixer Layers (IEML). We also demonstrate the effective-
ness of the multilabel classification approach in audiovisual
deepfake detection, providing more detailed information to
the framework. The study further shows the generalizability
of the Multimodaltrace framework for detecting deepfakes

by evaluating it on other datasets like Presidential Deep-
fakes Dataset and World Leaders Dataset.
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