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Abstract

To interpret deep neural networks, one main approach
is to dissect the visual input and find the prototypical parts
responsible for the classification. However, existing meth-
ods often ignore the hierarchical relationship between these
prototypes, and thus can not explain semantic concepts at
both higher level (e.g., water sports) and lower level (e.g.,
swimming). In this paper inspired by human cognition sys-
tem, we leverage hierarchal information to deal with uncer-
tainty. To this end, we propose Hlerarchical Prototype Ex-
plainer (HIPE) to build hierarchical relations between pro-
totypes and classes. The faithfulness of our method is veri-
fied by reducing accuracy-explainability trade-off on UCF-
101 while providing multi-level explanations.

1. Introduction

When describing the world around us we may do so at
different levels of granularity, depending on the information
available or the level of detail we intend to convey. For in-
stance, a video might open with a shot of a cheering crowd,
allowing us to recognize it as a a sports event, as the cam-
era then pans to the river we can deduce that it is a water
sports event. However, only when the raft comes into the
frame can we determine that it concerns rafting. Nonethe-
less, in our description of this video, we may still only re-
fer to it as a sports or water sports event. Our reasoning
and description processes build on the hierarchical relation
between concepts, allowing for navigation between generic
and specific. In this work, we implement this process for
video action recognition by learning hierarchical concepts
that we leverage for improved classification performance
and explanations at multiple levels of granularity.

Prototype-based models, [0,8,21] focus on learning pro-
totypes during training and make predictions based on the
learned prototypes during inference. This enables this look
like that explanations. However, previous case-based rea-
soning works are limited to 2D images and models. More-
over, they provide a single level of explanations and in case
of uncertainty, the explanations can be as bad as arbitrary, as

Figure 1. Overview of the Hierarchical Prototype Explainer.
The Resnet-3D backbone extracts video features and the prototype
layer learns prototypes for children and parents, these prototypes
are then converted to a single similarity score through max pool-
ing. Finally, scores are converted from R" to D™ through a fully
connected layer followed by an exponential map, to the shared hy-
perbolic space for hierarchical learning. Actions are mapped onto
the shared hyperbolic space by learning a discriminative embed-
ding on D™.

each explanation is considered equally apart. In this work,
we focus on capturing the hierarchical relations between ac-
tions to provide multi-level explanations for videos.

A challenge for explainable models is that it introduces
an accuracy-explainability trade-off, where explainability
comes at the cost of accuracy. With this paper, we aim to
introduce a model with built-in explainability which is less
affected by this trade-off. To achieve this goal we are in-
spired by recent works on learning hyperbolic embedding
spaces, as opposed to euclidean, in natural language pro-
cessing [7,41] and computer vision tasks [I, | 1,25]. This
belief is guided by the hierarchical cognition process of hu-
mans, that is likely to organize concepts from specific to
general [28,29,46] and the representation of categories in
the hyperbolic space.

Our contributions are: 1) We propose HIPE, a reason-
ing model for interpreting video action recognition. 2) We
demonstrate that HIPE can provide meaningful explana-
tions even in the case of uncertainty or lack of information
by providing multi-level explanations i.e., at class, parent,
or grandparent level. 3) We perform a benchmark and show
that HIPE outperforms its non-hierarchical counterpart.
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2. Related Work
2.1. Interpretations for Videos

Interpretations for neural networks can be broadly clas-
sified into two categories: 1) fitting explanations to the
decisions of the network after it has been trained i.e.
posthoc [12, 14,19,27,34], 2) building explanation mech-
anism inherent in the network i.e. built-in explanations.
[22,23,42,43]. In this work, we focus on learning seman-
tic representations which are used for classification during
training rather than explaining a black box network posthoc.

A great deal of previous work has focused on video ac-
tion recognition, detection, segmentation and more [3,4, | 3,

,33,35,36,45], however, most of these works focus on
designing black box models for specific tasks. They do not
explain why a certain decision is made by the model. More-
over, most of the research in the domain of visual explana-
tions focuses on images. Only a few works focus on the in-
terpretation of these networks for videos [2, 15,22, 38,39],
and it is not possible to directly apply image-based expla-
nation methods to videos due to an extra time dimension in
videos.

[15] and [2] focus on visualizing spatio-temporal atten-
tion in RNNs, CNNs are used only to extract features. In-
spired by class activation maps (CAM) [48] for images [39]
extended it for videos by finding both regions and frames
responsible for classification. [22] utilized perturbations to
extract the most informative parts of the inputs responsible
for the outputs. Both [22,39] are posthoc methods, which
means they do not use explanations during prediction there-
fore they might not be faithful to what the network com-
putes [8]. We enable multi-level built-in explanations for
videos.

2.2. Case-based Reasoning Models

There are two main categories of case-based reasoning
models: concept bottleneck models which introduce a bot-
tleneck layer that learns human understandable concepts,
and prototype-based models that learn prototypes that are
closer to the samples in the training set. Concept bot-
tleneck models provide posthoc explanations by replacing
the final layer of the neural network with a layer that pre-
dicts human understandable concepts e.g. for a cardinal bird
class the concepts will be red wings, red beak, black eye
[18,20,26,44]. These predicted concepts are then used to
perform classification. However, concept bottleneck mod-
els require dense concept annotations for the model to learn
them. [32,47] focus on addressing these limitations by ei-
ther incorporating concepts by transferring them from nat-
ural language descriptions or generating them from a GPT
model. In contrast, our work focuses on providing built-
in explanations by learning representative samples for each
class and its (grand)parent class. Our method do not require

heavy annotations but utilize either the hierarchy available
with the datasets or it can be easily defined based on the
relations between classes.

The idea behind prototype-based models, to provide
built-in explanations with prototypes was first explored in
[21], where the authors introduced a prototype layer in the
network with an encoder-decoder architecture. The proto-
type layer stores weights which are close to encoded train-
ing samples, and a decoder is used to visualize them. [6] fur-
ther improved it by learning prototypes for each class and
visualizing them by tracing them back to the input images
without a decoder. We get inspiration from [0] to provide
built-in explanations, but where their work is limited to 2D
images and provides only one-level explanations we extend
it to multi-level explanations for videos.

Most closely related to our work is [30], they use a
decision-tree with a pre-defined structure, where individual
prototypes are learned at each decision. The prototypes are
optimised to increase purity along the path through the tree.
However, for PrototypeTrees the position in, and order of,
the tree does not describe a hierarchy, that is closer to the
root does not imply a more general semantic level. More-
over, as the number of prototypes depends upon the size
of the tree, learning a ProtoTree becomes computationally
expensive. Our proposed multi-level explanations follow a
very clear semantic distribution , where (grand)parent pro-
totypes are more generic and do not add any extra compu-
tational complexity.

2.3. Hyperbolic Embeddings

Hyperbolic embeddings have recently received increased
attention as they enable continuous representations of hier-
archical knowledge [5,31]. This continuous nature makes
it such that information of (grand)parent classes is implic-
itly included, allowing hyperbolic training to remain single-
label. Their effectiveness has also been shown for textual
[10,41,49] and visual data [1, 11, 17,25]. Hyperbolic em-
beddings have also been used for zero-shot learning [9, 24]
and for video action recognition [25,40]. The hierarchical
relationship between videos and the hierarchical way of ex-
plaining decisions for humans calls for the need of using
hyperbolic spaces. Here, we utilize hyperbolic embeddings
for learning hierarchical prototypes to provide human-like
explanations for video action recognition.

3. Hierarchical Prototype Explainer

Figure 1 gives an overview of our proposed Hierarchical
Prototype Explainer (HIPE) for video action recognition.
HIPE consists of a 3D-CNN backbone f for extracting fea-
tures from the video frames, and a hierarchical prototype
layer g, for learning prototypes for each frame. The pro-
totype layer is followed by a fully connected layer h that
combines the prototype similarity scores and maps them to
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the shared hyperbolic space through exponential mapping.
Prior knowledge about the relations between actions, in the
form of the action hierarchy, are projected to the shared
space through discriminative embeddings. Subsequently,
we use hyperbolic learning to obtain hierarchical prototypes
that enable multi-level explainability.

As the backbone architecture, we use the video action
classification network 3D-Resnet [ | 3]. For each input video
v € RWXHXTX3 with T frames it extracts video features
Z € RWoxHoxToxD yith the spatial resolution Wy x H,
frames Ty and channels D. A key aspect of this backbone
is that Ty < 7' due to temporal pooling, as such the features
Z are extracted for segments rather than individual frames.
Because of the temporal pooling, the prototypes learned by
HIPE are spatio-temporal thereby explaining which parts of
the segment are indicative of the action in the video.

3.1. Hierarchical Prototype Layer

Given the features extracted from the 3D-Resnet Z, and
the set of action classes A = {1, 2, ..., |.A|}, in hierarchical
action recognition we also consider their ancestor classes
H = {|Al + 1,|A] + 2,...,|A| + |H|}, which allows us
to construct a hierarchical tree with three levels, i.e., grand-
parent, parent, and child (see Figure 1 right). These hier-
archies can be easily defined by considering relations be-
tween classes, and do not require annotation of individual
instances. The process of embedding the hierarchies is per-
formed once, offline, per dataset. However, this process can
easily be repeated for alternative hierarchies.

For each child A and its parent # action, the network
learns m and n prototypes respectively P = {p; };”:i",
whose shape is W1 x Hy x T x D with W, < Wy, H; <
Hy and T; < Ty. As such each prototype represents a
spatio-temporal part of the video. Given the convolutional
output Z = f(v) and prototypes p a prototype layer g,
computes the distances between each prototype p; and the
patches from Z and converts them to the similarity scores
using

(1= = psll3 + 1)

e>0 (D)
(Ilz = psll3 +€)

7)) = 1
9p(pj, Z) max log

The distances between each prototype and the patch deter-
mine the extent to which a prototype is present in the input.
We learn different prototypes for child, parent and its grand-
parent as in Figure 1. We then multiply similarity scores
with the weights of a fully connected layer / to obtain em-
beddings to be projected in the hyperbolic joint space for
learning hierarchical prototypes.

3.2. Hierarchical Video Embeddings.

The embeddings h = h(g,(p, f(v))) obtained from the
fully connected layer are in the Euclidean space, we use

exponential mapping [10] to map video embeddings into
the hyperbolic space.

3.3. Training

Our training process consists of a multi-step procedure:
In the initial epochs we perform warm-up of the newly
added layers. Following the warm-up, we train the entire
network end-to-end. Every 10 epochs we update the proto-
type layer only, followed by a phase of fine-tuning the layers
after the prototype layer.

Our goal is to optimize:

Ecrs + )\1£cls + )\2£sep (2)

Hierarchical Cross Entropy L., .

1 N K
Ecrs = N Z Zyik logp(y = k|11) (3)

i=1 k=1
The Softmax in the cross entropy is defined as:
exp(—d(h.), ®)
p(y = klv) = ;
W= S (), @)
where h, = expg(h) is applying exponential map to the
fully connected layer output h.
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3.4. Updating and Visualizing Prototypes

We project prototypes onto the closest video features
from the training videos. We do so for child, parent, and
grandparent action categories. Mathematically, for the pro-
totypes p; from child, parent and grandparent class i.e.
Pj € P aj+%|» we update the prototype layer as:

pj < argmin||z — pjl|2 @)
2€EZ;

where Z; = {Z : Z € patches(f(v;))Vist.y; =
|A| + |H|}. Our prototype layer is updated not only with
the prototypes belonging to the child class but also with the
parent and grandparent classes enabling the learning of hi-
erarchical relations between classes.

We visualize the patch which highly activates for the
prototype by forwarding the input through the network and
upsampling the activation map generated by the prototype
layer both spatially and temporally (for videos).
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Figure 2. Hierarchical Explanations. This example shows the prototypes from grandparent human-object interaction class, parent self-
grooming class and ground truth blow dry class, we also observe that the top 2 prediction for the model is its sibling brushing teeth class.
This conforms that our model is learning hierarchical relations between classes.

Sibling Cousin
Network Accuracy Accuracy Accuracy
3D-Resnet [13] 83.34 89.73 93.62
Resnet-Hyperbolic [25] 82.64 89.99 93.28
ProtoPNet [6] 78.30 85.92 90.98
HIPE 80.40 89.30 93.02

Table 1. Accuracy comparison for different models on UCF-
101 videos. We observe that HIPE recovers the drop due to
accuracy-explainability trade-off significantly. The sibling accu-
racy is the rate of correct prediction 2-hops away, and the cousin
accuracy as the 4-hops away from the ground truth.

4. Experiments

Datasets To evaluate HIPE for videos we conduct experi-
ments on the UCF-101 [37] video dataset.

4.1. Visual Explanations

Hierarchical Explanations. Figure 2 shows the learned
prototypes (only three out of ten prototypes shown for bet-
ter presentation) from the grandparent class human-object
interaction, parent class self-grooming, and the action class
blow dry (only one prototype and its activation on the orig-
inal video shown). We observe that the second most likely
prediction is its sibling class brushing teeth. Thus, our
model learns to represent the video clip features as hier-
archical prototypes that belong to grandparent, parent and
child classes.

Effectiveness of Hierarchical Explanations in case of
Failure. In Figure 3 we show another scenario where the
multi-level explanations are useful. We see that the original
skiing video is misclassified into the rock climbing indoor
class. However, for the more abstract explanations we can
observe that its parent class strenuous sports and grandpar-
ent class body motion are correctly recognized. Hence our
hierarchical explanations give us useful information even in
the case of misclassification.

Hierarchical prototypes come from Class Hierarchies

looks like

Test video

looks like

Al
Predicted Class:
Rock climbing indoor

Figure 3. Effectiveness in case of failure. Our multi-level expla-
nations provide useful information even in the case of misclassifi-
cation through the prototypes learned for parent and grandparent
classes.

4.2. Accuracy-Explainability Trade Off

Table 1 contrasts the performance of two non-
interpretable (top) with two interpretable (bottom) models
on UCF-101. We can observe that HIPE is less affected by
the accuracy-explainability trade-off whilst also providing
multi-level explanations.

5. Conclusion

In this work, we proposed Hierarchical Prototype Ex-
plainer for video action recognition. By learning hierar-
chical prototypes we are able to provide explanations at
multiple levels of granularity, not only explaining why it
is classified as a certain class, but also what spatiotemporal
parts contribute to it belonging to parent categories. Our re-
sults show that HIPE outperforms a prior non-hierarchical
approach on UCF-101. Additionally, we demonstrate
our multi-level explanations that make it possible to see
which spatiotemporal parts contribute to grandparent, par-
ent, and class-level classifications. Our hierarchical ap-
proach thereby provides richer explanations whilst compro-
mising less performance to gain explainability.
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