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Abstract

To insert Trojan into a Deep Neural Network (DNN),
the existing attack assumes the attacker can access the vic-
tim’s training facilities. However, a realistic threat model
was recently developed by leveraging memory fault to in-
ject Trojans at the inference stage. In this work, we de-
velop a novel Trojan attack by adopting a unique mem-
ory fault injection technique that can inject bit-flip into
the page table of the main memory. In the main mem-
ory, each weight block consists of a group of weights lo-
cated at a specific address of a DRAM row. A bit-flip in
the page frame number replaces a target weight block of
a DNN model with another replacement weight block. To
develop a successful Trojan attack leveraging this unique
fault model, the attacker must solve three key challenges:
i) how to identify a minimum set of target weight blocks
to be modified? ii) how to identify the corresponding op-
timal replacement weight block? iii) how to optimize the
trigger to maximize the attacker’s objective given a tar-
get and replacement weight block set? We address them
by proposing a novel Deep-TROJ attack algorithm that can
identify a minimum set of vulnerable target and correspond-
ing replacement weight blocks while optimizing the trig-
ger at the same time. We evaluate the performance of our
proposed Deep-TROJ on CIFAR-10, CIFAR-100, and Im-
ageNet dataset for fifteen different DNN architectures, in-
cluding vision transformers. Proposed Deep-TROJ is the
most successful one to date that does not require access to
training facilities while successfully bypassing the existing
defenses. Our code is available at https://github.com/ML-
Security-Research-LAB/Deep-TROJ.

1. Introduction

Recent advancements in deep learning technologies have
revolutionized a wide range of applications and acceler-
ated the integration of these technologies into our lives.
In particular, Deep Neural Networks (DNNs) have found
widespread applications, including but not limited to image
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Figure 1. Before interfering with the addresses, the deep neu-
ral network (DNN) model functions accurately (Top). However,
the inference process yields adversarial response once an attacker
manipulates the memory block that stores DNN weights (Bottom).

classification [17], object detection [2], and speech recog-
nition [42]. A majority of these applications require strict
safety standards for public well-being. However, recent
attack methodologies [1, 4–6, 12, 14, 26, 28, 30, 31] de-
veloped using software and system-level attack vectors can
compromise and manipulate the performance of DNNs.

Trojan/Backdoor [14, 30] attack is a stealthy DNN
behavior manipulation among the prevalent adversarial
threats. The first step to inject Trojan in a DNN model starts
during the training phase. An attacker accessing the train-
ing facilities poisons the training samples using triggered
input and a corresponding target response. However, af-
ter training, the model performs benignly but only malfunc-
tions when the attacker-designed trigger is present in the
input sample. The community standard of injecting Trojans
into the model via accessing the victim training facilities
makes this threat model less practical and challenging.

Consequently, an inference stage Trojan insertion strat-
egy was first proposed by TBT attack [30] to eliminate
the need for accessing training facilities. To make this
threat practical, TBT adopted memory fault injection tech-
niques [43] using rowhammer attack [20]. Rowhammer
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Figure 2. Fault injection by tampering a page table entry with
RowHammer attack. In normal execution, the Page Table (A1)
is correctly mapped to its corresponding physical address (Target
Row) holding W1 weight block. In step 1 of the attack, the page
frame number is hammered by the attacker causing A1 to be redi-
rected to Page Table (A2) accessible to the attacker. In step 2, the
Page Table (A2) is mapped to the Replacement Row holding W2
weight block. As a result, applying bit-flip in page frame number,
an attacker can secretly replace block W1 with a new block W2.

can flip specific targeted memory bits to change the val-
ues of the weights stored in the main memory at the infer-
ence stage. While memory fault injection requires a white-
box (i.e., the attacker knows or can reverse engineer the
model weights and storage location) assumption of the vic-
tim model, it is still a more practical approach than assum-
ing access to training facilities [14]. Due to the practical
consideration, several recent Trojan attacks [6, 46] adopted
this threat model of injecting Trojan into the DNN model at
the inference stage.

However, these inference stage attacks [6, 30, 46] pri-
marily focus on corrupting the last classification layer. The
key principle is to perform a gradient-based ranking of the
neurons of the last feature layer to inject bit-flip into tar-
geted weights of the classification layer. Such a setting,
first, makes the attack algorithm inefficient as the standard
training stage backdoor attack can utilize the entire model
weights [7, 14, 27]. Second, it makes the attack less re-
silient and susceptible to detection/removal. Because the
defender only needs to fine-tune or perform detection anal-
ysis [47] on the last classification layer to remove/detect the
backdoor. Hence, in this work, we aim to address these lim-
itations while taking advantage of the inference stage Trojan
insertions strategy, considering its practical feasibility.

Our proposed Trojan attack algorithm adopts the identi-
cal practical threat model of existing Trojan attacks [6, 30,
46] that also leverage memory fault at the inference. How-
ever, unlike these [6, 30, 46] works performing bit-flip into
the individual weight bits, we perform bit-flip in memory
addresses. In main memory, each weight block consists of
a group of weights located at a specific DRAM (i.e., main
memory) row, as shown in Fig. 2. As a result, bit-flip in
page table allows the attacker to overwrite a specific data

block stored in a target address using a replacement data
block stored at a different memory address. As shown in
Fig. 2, an attacker will perform a double-sided RowHam-
mer attack to flip specific bits in the Page Frame Number
(PFN). It will cause a bit-flip in the attacker’s page table en-
tries A1, forcing it to point to a second virtual address row
A2 (storing the address of weight block W2). This way,
utilizing bit-flip in page frame number, an attacker will pre-
cisely replace any target weight block W1 with a new re-
placement weight block W2. The practicality of bit-flip in
PFN is already demonstrated in real systems by many prior
works [8, 11, 13, 19, 35, 39, 41].

To fully utilize the above fault injection mechanism and
develop an effective Trojan attack presents a unique set of
challenges due to the constraints associated with the weight
replacement attack. First, the attacker cannot attack and
modify individual weights to arbitrary values; instead, they
can only replace a target weight block with another replace-
ment block. The challenge is optimizing the Trojan attack
objective efficiently by identifying and attacking a mini-
mum set of target weight blocks. Second, how to search
for corresponding optimal replacement weight block given
a target block address? Finally, how to design an effec-
tive input trigger optimization algorithm that can establish a
strong correlation between the identified weight blocks and
malicious response?

To address these challenges, we propose a novel attack
algorithm Deep-TROJ, which leverages the weight replace-
ment strategy to inject Trojan into the DNN model at the
inference phase w/o requiring access to the victim train-
ing facilities. Our algorithm uses a gradient-based search
approach to identify target weight blocks with the highest
impact on the malicious trojan attack objective. Subse-
quently, the proposed Deep-TROJ will perform a joint op-
timization of these target blocks and the input trigger pat-
tern to find the corresponding optimal replacement weight
block set. Once we identify the set of target block, replace-
ment block, and an optimal trigger, we successfully demon-
strate the attack through weight replacement across fifteen
deep-learning architectures on multiple datasets. Finally,
the proposed attack also successfully bypasses the existing
defenses by injecting Trojan at the inference stage of the
DNN application, making it practical, stealthier, and more
effective than prior Trojan attacks.

2. Background and Related Works

Trojan Attack. In a trojan attack, the objective is to cause
DNN model to misclassify all inputs to a specific target
class yt when an attacker inserts a particular trigger into the
inputs x transforming them into triggered inputs x̂, while
maintaining correct prediction for clean inputs x. Formally,
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we can define the objective of trojan attack as:

min
Ŵ

Ex∼X [L(F(x),y)] + Ex̂∼X̂ [L(F(x̂),yt)] (1)

Here, X denotes the set of benign inputs, and X̂ represents
the set of triggered inputs. x, y, x̂, and yt represent the
batch of clean inputs, original labels, triggered inputs, and
the target class for the attack, respectively. F(·) denotes
the DNN model with weight set W and the function L(·, ·)
calculates the loss between the DNN’s output and the target.
The goal of the attack is to perturb the weights of the DNN
model from W to Ŵ to maximizes the classification of the
triggered inputs x̂ into the specific targeted class yt, while
maintaining correct predictions for clean inputs x.

Prior Trojan Attacks. Trojan attacks can be broadly cat-
egorized into two types: i) training stage and ii) inference
stage trojan attacks. Training stage trojan attacks [7, 14,
23, 27] involve injecting a trigger, typically an image patch
chosen by the attacker, into the training data. When trained
on this data, the model learns to associate the trigger with a
particular target category, poisoning the model. As a result,
the model functions accurately under normal circumstances
(i.e., no attack scenario). However, when the attacker-
designed particular trigger pattern appears in the input, the
model fails as intended by the attacker. Neverthless, the as-
sumption in training stage trojan attacker is that the attacker
has access to training facilities, which is a less practical as-
sumption. This limitation of training stage trojan attack led
to the development of more practical inference stage Tro-
jan attacks [1, 4–6, 28, 30, 46] which eliminates the need
for accessing training facilities. However, the major limi-
tation of existing inference stage trojan attacks is that these
attacks [6, 30, 46] primarily focus on attacking the last clas-
sification layer which makes them easier to detect/remove.

Defenses against Trojan. Similar to Trojan attacks, cur-
rent trojan defense methods can be broadly categorized into
two groups: training-based defenses [3, 10, 15, 24, 38, 45]
and detection-based defenses [40, 47]. The former typically
involves training or fine-tuning the Trojan model with train-
ing data to eliminate malicious behavior, while the latter
does not require such training to remove the Trojan behav-
ior. Training-based defense methods are ineffective against
inference stage Trojan attacks because these attacks occur
during the inference stage. Consequently, detection-based
defense methods appear to be more appropriate for coun-
tering inference stage Trojan attacks. However, defending
against inference stage Trojan attacks requires continuous
detection during the inference stage, which makes this de-
fense approach exceedingly resource-intensive and costly.

3. Threat Model
Our proposed attack adopts the standard practical threat
model following the attacker privileges established by prior

Trojan attacks [6, 29, 30, 46] that also exploit the inference
stage fault injection. Similar to them, we assume the at-
tacker can cause a targeted bit-flip to the page table [44] and
cause a bit-flip at the desired location using fast and precise
multi-bit-flip techniques [43]. Again, similar to all prior
Trojan attack [14, 30] threat models, we adopt a white-box
attacker that can access model weights, architecture, and
sample train data to perform the attack algorithm offline.
However, even for a white-box threat model, our proposed
attack does not access any training information (i.e., hyper-
parameters) or does not participate in victim training, mak-
ing it a more strict threat model compared to the standard
practice of Trojan injection [7, 14, 27].

4. Attack Objective of Deep-TROJ
To develop the attack objective, first, we mathematically
model our fault injection technique using standard deep-
learning notations. Consider a DNN model denoted as F(·),
with its weights stored in a memory block. We define a
set of virtual memory addresses as A = {a1, a2, . . . , aN},
where each address ai is a 16-bit value pointing to a physi-
cal address containing weight block wi. Each weight block
wi contains 128 weights used in the DNN model. There-
fore, we have a set of weight blocks represented by W =
{w1,w2, . . . ,wN}, which collectively hold the weights of
the DNN model. Our chosen attack vector revolves around
flipping bits in the page frame number of the memory ad-
dress ai, resulting in the replacement of a target weight
block at ai with a new weight block wj taken from a dif-
ferent memory address aj , which we refer as replacement
weight block.

However, our unique fault injection method will enforce
two additional constraints on the optimization problem of
Trojan attack outlined in (1). First, we want to minimize
the amount of bit-flip and attack iterations to reduce attack
overhead. Second, we cannot directly modify any individ-
ual weight block to arbitrary weight values. Instead, we are
limited to replacing a weight block wi with another weight
block wj ∈ W by altering the address from ai to aj ∈ A.
As a result, the altered set of addresses Â and altered set
of weight blocks Ŵ must belong to the initial weight and
address set, i.e., Â ⊂ A and Ŵ ⊂ W . To incorporate these
additional constraints, we reformulate the attack objectives
stated in (1) for our proposed Deep-TROJ as:

min
Ŵ

Ex∼X [L(F(x),yt)] + Ex̂∼X̂ [L(F(x̂),yt)]

s.t D(Â,A) ≤ γt′ , Â ⊂ A, Ŵ ⊂ W (2)

here, D(·, ·) is a function that measures the number of ad-
dress changes by measuring the absolute difference between
the cardinality of original address set A and modified ad-
dress set Â. And γt′ is the budget of address changes
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for achieving the trojan attack objective. Overall, goal of
our proposed attack is to identify a minimum set of target
and replacement weight block (i.e., reduce attack overhead)
such that the attack objective in (2) is satisfied.

Triggered Input

Clean Input

DNN Weight blocks

Offline Deep-TROJ Attack
 Optimization

Target weight blocks
 Optimization

DNN Weight blocks

Trigger 
Optimization

Figure 3. Our proposed attack optimization process where we
jointly optimize the trigger and the target weight blocks to mini-
mize our proposed loss LDeep−TROJ .

5. Proposed Deep-TROJ Attack
In this section, we introduce our novel attack algorithm,
which aims to achieve the specific goal of Deep-TROJ, as
detailed in (2). To achieve the attack objective, we address
three key challenges in our proposed algorithm: first, we
want to locate a set of vulnerable weight blocks to be at-
tacked, which we define as the target weight blocks. Sec-
ond, we aim to identify corresponding optimal replacement
weight blocks, which we label as the replacement weight
blocks. Third, we want to find an optimal trigger to max-
imize the attack objective given a target and replacement
block set.

To achieve this, we propose Deep-TROJ, which con-
sists of three different strategies, each designed to address
the above challenges. First, to identify a minimum set
of vulnerable target weight blocks, we proposed a novel
Gradient-Based Target Block Identification strategy. Sec-
ond, we develop an Optimal Replacement Block Search
strategy to find appropriate weight blocks to replace the
target weight blocks. Finally, we develop a Trigger En-
hancement strategy to optimize the trigger pattern jointly
with previous two strategies to maximize targeted adversar-
ial response.

5.1. Gradient-Based Target Block Indentification

First, we identify the target weight blocks that are most vul-
nerable for trojan insertion. To achieve this, we rank the
weight blocks according to their impact on trojan attack loss
Ltrojan defined as

Ltrojan(x,y, x̂,yt) = LCE(F(x),y) + LCE(F(x̂),yt)

where LCE represents the standard cross-entropy loss and
x, y, x̂ and yt are clean inputs, ground truth labels, trig-
gered inputs and target labels respectively. To measure the
impact, we propose to utilize the gradient of the Ltrojan

loss function w.r.t. each weight block. The idea is that the
weight block with highest gradient computed using attacker
designed loss will impact the output maliciously as intended
by the attacker.

Next, to compute these gradients, we perform a forward
pass of the benign input x and triggered input x̂ through
the DNN model F(·) and compute the loss Ltrojan. Subse-
quently, we back-propagate through the model to compute
the gradient of each weight in all the layers of the model.
We denote the gradient of the ith weight block wi as fol-
lows:

∇wi
Ltrojan =

[
∂Ltrojan

∂wi1
. . .

∂Ltrojan

∂wi128

]T
Next, we perform a total of n forward and backward passes
to sum the gradients of n iterations. We denote the sum of
the gradients of n iterations for the i-th weight block as:

gi =

n∑
j=1

∇wiLtrojan(xj ,yj , x̂j ,yt) (3)

To rank the impact of individual weight blocks, we define
a rank metric of a weight block wi as the l2-norm of it’s
summed gradient vector in (3) across n iterations, i.e.,

rank(wi) = ||gi||2

A higher value of the rank(wi) indicates that changing this
ith weight block will minimize the loss function in (1) the
most. Then we select top-k weight blocks based on their
rank as the target weight blocks. We denote the set of target
weight blocks as

Wt = {wi|wi ∈ W and rank(wi) ∈ top-k(ranks)}

where k is a hyperparameter representing the attacker’s bud-
get for the number of weight address changes for injecting
the Trojan.

5.2. Optimal Replacement Block Search

After determining the target weight blocks Wt, the at-
tacker’s next objective is to modify each target weight
block wt ∈ Wt so that the attack objective in (2) can be
achieved. The obvious strategy is that the attacker can opti-
mize these weight blocks Wt to Ŵt to minimize the Ltrojan

loss. However, the attacker has to ensure that the optimized
weight blocks lies within the feasible weight set W , i.e.,
Ŵt ⊂ W . This is because, the attacker can only replace
the target weight block wt ∈ Wt with another weight block
w ∈ W with a valid memory location.
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Therefore, to ensure that the updated weight blocks Ŵt

stay within the feasible set W , we add a constraint in our
optimization process by formulating a loss function. This
loss forces each updated target weight block ŵt ∈ Ŵt to
align as closely as possible with any arbitrary weight block
wi ∈ W which we define as

Lconstraint =
1

k

∑
ŵt∈Ŵt

∣∣∣∣∣∣1− max
wi∈W

ŵT
t wi

||ŵt||2||wi||2

∣∣∣∣∣∣
1

(4)

However, even after incorporating the constraint in (4),
there is no guarantee that the updated weight blocks Ŵt

will belong to the set of allowable weight blocks W . In
other words, we cannot ensure that there exists an address
a in the set of memory addresses A that will enable us to
change the weight block wt to ŵt merely by altering mem-
ory addresses.

We propose a fix to this problem by finding an appropri-
ate replacement for ŵt and it’s corresponding address that is
still within the feasible weight set W . To find the replace-
ment weight block, we utilize dot product as a similarity
metric and find the weight block that is most similar to the
updated weight block ŵt using the following equation:

wr = argmax
wi∈W,wi ̸=wt

ŵT
t wi (5)

where wr ∈ W is the most similar weight block to the
optimal updated weight block ŵt.

5.3. Trigger Enhancement

To conduct the search strategy of the weight blocks, Deep-
TROJ requires an input trigger pattern. Our proposed trig-
ger enhancement strategy outlines the steps necessary to
find an optimized trigger pattern while searching for target
and replacement weight blocks.

In our Deep-TROJ, we assume a scenario in which an
attacker can implant a specified trigger pattern into the in-
put data on a limited region by replacing pixel values with
the trigger pattern, as has been done in previous Trojan at-
tacks [6, 14, 30]. The triggered input, denoted as x̂, is cal-
culated as:

x̂ = (1−m) · x+m ·∆ (6)

where x represents the clean input data, m represents the
mask, and ∆ is the trigger.

To find the optimal trigger pattern, we want to jointly
optimize the trigger ∆ along with the search strategies of
weight blocks (target and replacement) to minimize the loss.
However, one issue with this optimization is that it may
cause the trigger pattern to take values outside the feasi-
ble input range, i.e., ∆min < xmin or ∆max > xmax. To
resolve this, we add another constraint to the optimization

which ensures that the trigger lies within the feasible input
range. We do this by minimizing the following:

Ltrigger =
1

C

C∑
i=1

(||∆i
min − xi

min||22 + ||∆i
max − xi

max||22)

(7)

where C is the number of input channels. Thus, the overall
loss function for our attack optimization is as follows:

LDeep−TROJ = Ltrojan + α · Lconstraint + β · Ltrigger

(8)

where α and β are hyperparameters used to control the cou-
pling of the loss Ltrojan with the constraints Lconstraint

and Ltrigger. Thus, we minimize the overall loss func-
tion in (8) by jointly optimizing the trigger pattern and the
weight block searching strategies, i.e.,

min
Ŵt,∆

LDeep−TROJ (9)

Once the optimization is complete, we use (5) to determine
the appropriate replacement weight blocks and their match-
ing addresses and use the optimized input trigger pattern to
carry out the attack.

Algorithm 1 Deep-TROJ

1: procedure DEEP-TROJ
2: Find the set of target weight blocks Wt ⊂ W
3: Freeze all other weight blocks wi ∈ W \Wt

4: Initialize trigger ∆
5: for each epoch do
6: for each batch of data do
7: Generate (x̂,yt) using (6)
8: Jointly optimize target weight blocks Ŵt

and trigger ∆ to minimize (9)
9: end for

10: Find appropriate replacement weight block
wr ∈ W and replace each updated target weight block
ŵt ∈ Ŵt using (5)

11: end for
12: Locate the adresses of each target weight block and

its corresponding optimal replacement weight block
13: Conduct the bit-flip attack in memory to change the

address of target block wt ∈ Wt to the address of ap-
propriate replacement weight block wr ∈ W

14: end procedure

6. Experimental Setup
Dataset and DNN Models. In this work, we comprehen-
sively evaluate our proposed attack on three widely-used
datasets: CIFAR-10 [22], CIFAR-100 [21] and ImageNet
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dataset [9] across fifteen different model architectures.
For evaluation on CIFAR-10 and CIFAR-100 datasets, we
attack ResNet-20, ResNet-32, ResNet-44, ResNet-56 [16],
MobilenetV2 [34] and ShuffleNetV2 [25]. For evaluation
on ImageNet dataset, we attack ResNet-50, ResNet-101,
ResNet-152 [16], VGG11, VGG13, VGG16 [36], Mo-
bileNetV2 [33], DenseNet121 [18] and Vision Transformer
(DeiT-S [37]). We perform an 8-bit post quantization same
as previous attack methods [29, 32] for all models.

Evaluation Metric and Hyper-parameters. To evaluate
Deep-TROJ, we report the model accuracy (ACC) without
the trigger and the Attack Success Rate (ASR) with the
trigger. To report ASR, we randomly select a target class
yt = 1. To perform the attack, we set a predefined attacker
budget k = 5, which is the maximum number of altered ad-
dresses allowed to carry out the attack. We experimentally
observed that k = 5 is sufficient to inject Trojan across
most models and datasets. Therefore, we consistently use
k = 5 in our experiments. We also demonstrate the impact
of changing k in Section 8.1. Note that this value of k also
corresponds to the hardware attack iterations, where in each
iteration, one physical address in the memory is modified
using precise bit-flips. For target weight block selection, we
restrict the search to last five layers of the feature extractor.
We observed that this setup leads to low ACC degradation.
For the generation of trigger, we adopt the configuration
used in TBT [30], where the trigger is designed as a square
pattern of a specified size positioned at the bottom right of
the image (with the trigger mask m being known). We use a
default Trigger Area Percentage TAP = 14.06% for exper-
iments on CIFAR-10 and CIFAR-100, and TAP = 10.62%
for ImageNet. To identify the target weight blocks, we per-
form 100 iterations (n = 100). For the attack optimiza-
tion, which involves finding the replacement weight blocks,
we use a batch size of 128 and set the values of both α
and β to 1. This optimization process is carried out over
ten epochs for the CIFAR-10 and CIFAR-100 datasets, and
five epochs for the ImageNet dataset. Additionally, for the
CIFAR-10 and CIFAR-100 datasets, we use the entire train-
ing dataset to perform attack optimization and for the Ima-
geNet dataset, we randomly choose 5% of the training data
in each epoch to execute the attack optimization.

7. Experimental Results

7.1. CIFAR-10 and CIFAR-100 Evaluation

We evaluate our proposed Deep-TROJ attack using CIFAR-
10 and CIFAR-100 dataset on various deep learning mod-
els. The models under evaluation include ResNet-20,
ResNet-32, ResNet-44, ResNet-56, MobileNetV2, and
ShuffleNetV2. Remarkably, our trojan insertion results in a
negligible drop in benign accuracy across all models, with

a maximum decrease of 0.01% for CIFAR-10 and 1.38%
for CIFAR-100. Furthermore, in four out of six models for
CIFAR-10 and five out of six models for CIFAR-100, we
achieve an ASR of over 98%. These results demonstrate
the potency of our Deep-TROJ attack in stealthily insert-
ing trojans into models, without significantly affecting their
benign performance.

Table 1. Performance of Deep-TROJ attacking six different models
on the CIFAR-10 dataset. Deep-TROJ achieves > 97% ASR in
most cases with little or no accuracy drop.

Model Before Attack (%) After Attack (%)
ACC ASR ACC ASR

ResNet-20 92.41 8.98 92.27 99.07
ResNet-32 93.44 9.13 93.37 98.13
ResNet-44 93.90 10.16 93.95 97.27
ResNet-56 94.30 9.66 94.33 99.17

MobileNetV2 93.00 9.61 92.91 92.19
ShuffleNetV2 90.57 10.67 90.56 99.65

Table 2. Performance of Deep-TROJ attacking six different models
on the CIFAR-100 dataset. Deep-TROJ achieves > 96% ASR in
most cases with little accuracy drop.

Model Before Attack (%) After Attack (%)
ACC ASR ACC ASR

ResNet-20 62.79 0.51 61.95 99.59
ResNet-32 65.24 0.55 64.35 99.34
ResNet-44 68.10 0.64 67.93 98.54
ResNet-56 67.37 0.67 67.41 98.82

MobileNetV2 64.80 0.53 64.06 96.74
ShuffleNetV2 59.95 0.68 58.27 92.24

Table 3. Performance of Deep-TROJ attacking nine different mod-
els on the ImageNet dataset. Proposed Deep-TROJ exhibits that
VIT model (DeiT-S [37]) is extremely vulnerable to Trojan inser-
tion.

Model Before Attack (%) After Attack (%)
ACC ASR ACC ASR

VGG-11 69.01 0.10 69.00 99.98
VGG-13 69.84 0.09 69.21 99.99
VGG-16 71.60 0.09 71.57 99.98

ResNet-50 75.84 0.09 75.85 99.92
ResNet-101 77.22 0.10 77.22 99.91
ResNet-152 78.27 0.10 78.21 99.89

MobileNetV2 71.16 0.10 70.75 99.52
DenseNet121 74.25 0.09 74.19 99.99

VIT 79.65 0.10 79.64 100.00

7.2. ImageNet Evaluation

We investigate the effectiveness of our Deep-TROJ attack
on various deep learning models trained on the ImageNet
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Figure 4. Effect of target class (yt) on our Deep-TROJ attacking
ResNet-20 trained on CIFAR-10 dataset.

dataset in Table 3. The models under evaluation include
VGG-11, VGG-13, VGG-16 [36], ResNet-50, ResNet-101,
ResNet-152 [16], MobileNetV2 [33], DenseNet121 [18]
and Vision Transformer (DeiT-S [37]). Table 3 presents the
performance summary of our attacks on ImageNet. From
the results, we observe that, across all models, Deep-TROJ
achieves close to 100% ASR while sacrificing negligible
ACC. Thus, our attack does not face any difficulty in at-
tacking large-scale deep learning models trained on 1000
output classes.

7.3. Ablation Study

Effect of trigger size. We examine the effects of varying
the Trigger Area Percentage (TAP) and present the findings
in Table 4. From the results, we observe a clear pattern, i.e.,
enlarging the trigger area enhances the attack’s effective-
ness, as evidenced by higher ASR. Moreover, we observe
that the change in clean accuracy (ACC) is negligible. This
indicates that increasing the trigger area enhances our at-
tack’s effectiveness without substantially compromising the
model’s performance on clean data.

Table 4. Impact of Trigger Area Percentage (TAP) on attack Per-
formance in ResNet-20 trained on the CIFAR-10 dataset. With
increasing TAP, the ASR increases.

TAP (%) ACC (%) ASR (%)
7.91 92.02 91.29
9.77 92.31 95.16

11.82 92.20 97.96
14.06 92.27 99.07

Effect of different target classes. We investigate how var-
ious target classes yt affect our Deep-TROJ attack perfor-
mance in Figure 4. The figure demonstrates that all classes
are vulnerable to our Deep-TROJ attack. However, we see
that class 8 is less vulnerable, indicating that a higher num-
ber of k is required to improve ASR. Nonetheless, ACC is
almost identical across all target classes.

7.4. Comparison with SOTA Trojan Attacks

Attacking CNN. In this section, we present a comparative
analysis of our Deep-TROJ attack against other SOTA
Trojan attacks on CNN, as summarized in Table 5. Here,
we focus our comparison solely on trojan attacks [6, 30]
that are inserted at the inference stage. The results show
that our Deep-TROJ attack outperforms TBT and ProFlip,
obtaining a remarkable 99.63% ASR while maintaining
greater benign accuracy and using fewer attack iterations
(i.e., reduced attack overhead).

Table 5. Performance comparison between Deep-TROJ and SOTA
inference stage Trojan attacks on ResNet-18 model trained on
CIFAR-10 dataset. Deep-TROJ outperforms the prior art in terms
of both efficiency, ACC and ASR.

Attack ACC (%) ASR (%) Iterations
TBT [30] 89.38 93.41 413

ProFlip [6] 90.30 97.90 12
Deep-TROJ (Ours) 92.49 99.63 5

Table 6. Performance comparison between Deep-TROJ and SOTA
inference stage trojan attacks on VIT model [37] trained on Ima-
geNet dataset. The results make Deep-TROJ the new benchmark
for Trojan insertion into VIT models.

Attack ACC (%) ASR (%) Iterations
TBT [30] 68.96 94.69 1650
Proflip [6] 70.54 95.87 1380
TrojViT [46] 79.19 99.96 880
Deep-TROJ (Ours) 79.64 100.00 5

Attacking VIT. We compare our Deep-TROJ attack with
other SOTA methods for embedding Trojans in Vision
Transformers (VIT) in Table 6. As detailed in Table 6, our
Deep-TROJ not only achieves the highest ACC and ASR
but also requires fewer iterations compared to other Trojan
attacks [6, 30, 46]. Remarkably, unlike TrojViT [46], our
attack does not require any modification to model architec-
ture or training loss to inject an effective Trojan into the
transformer model. These results establish our method as
the new benchmark in SOTA attacks on the VIT model w/o
accessing the victim training.

8. Discussion
8.1. Impact of Number of Attacked Addresses

One important hyper-parameter for Deep-TROJ is the num-
ber of attacked addresses, which is defined as k. The budget
is pre-determined for an attacker before performing the Tro-
jan attack. In Figure 5, we exhibit the relationship between
tuning k, ACC, and ASR. The general trend is that with in-
creasing k, ASR increases marginally while lowering ACC.
Ultimately, an attacker can find optimum attack iterations
k for which the ASR is large without hampering the clean
model accuracy significantly.
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Figure 6. Layer wise distribution of target weight blocks for
ResNet20 trained on CIFAR-10 dataset.

8.2. Layer-wise Sensitivity Analysis

Next, we analyze the impact of Deep-TROJ attack on dif-
ferent layers of DNN. To visualize this impact, we show the
layer-wise distribution of the target weight blocks on the
ResNet-20 model in Figure 6. It illustrates that all of the
target weight blocks are found in the last few layers. The
skewed distribution is due to the fact that later layers have
a direct impact on classification performance and, thus, are
commonly targeted to inject targeted behavior. Nonethe-
less, unlike prior attacks [6, 30], our attack is not restricted
to just the last classification layer. This makes our attack
less susceptible to fine-tuning-based defenses that can re-
move the prior attacks by just fine-tuning the last classifica-
tion layer.

8.3. Evaluation against existing Defenses

We evaluate the efficacy of our Deep-TROJ attack against
existing trojan defenses in Table 7. Traditional training
stage trojan attacks are well-addressed by recent defense
strategies [3, 15, 24]. However, our trojan attack deviates
from these training stage methods by inserting the Trojan at
inference, giving our attack an edge over this class of de-
fenses.

As our attack operates during inference, it effectively by-
passes all training-based trojan defenses, as shown in Ta-
ble 7, leaving detection-based defenses [40, 47] as the only
feasible countermeasure. Hence, we evaluate our Deep-
TROJ against the SOTA detection-based defense strategy

Table 7. Performance of existing defense methods against our
Deep-TROJ (attacking ResNet-20). The training-based defenses
do Not apply (N/A) to our attack since our attack is an inference-
stage Trojan attack. Even though only detection-based defense
methods can be applied to defend our attack, their overhead will
increase significantly as the defender can not anticipate when we
will launch our attack. Thus, the defender must perform the detec-
tion analysis at a constant interval at run-time, constantly incur-
ring large overhead.

Methods ACC ASR
SSDA [3] N/A N/A

SPECTRE [15] N/A N/A
NAD [24] N/A N/A
CLP [47] 30.08 4.62

proposed in [47], which must be continuously applied
throughout the inference stage to effectively counter the
threat posed by our attack. Since [47] requires computing
the spectral norm of the weight matrix, computing this norm
at runtime increases inference overhead exponentially, as
shown in [3]. This makes this defense [47] approach ex-
ceedingly resource-intensive.

Furthermore, even if we consider a defender willing to
incur this large inference overhead, the results presented in
Table 7 demonstrate that while the detection-based defense
method [47] effectively lowers the ASR, it drastically low-
ers the clean accuracy as well. Hence, this [47] method is
not a successful defense against our attack. To summarize,
our proposed trojan attack can bypass existing defenses suc-
cessfully for three reasons: i) We perform the attack at the
inference stage, making the training-based defenses obso-
lete. ii) The defender must incur a large overhead for infer-
ence stage defenses as they constantly perform the detection
algorithm at run-time anticipating an attack. iii) Even the
SOTA defenses [47] fail to protect against our attack with
large overhead and poor removal performance.

9. Future Work and Conclusion

In this work, we propose Deep-TROJ, a new inference stage
Trojan attack that addresses the limitations of traditional
training and recent inference stage trojan attacks. Our pro-
posed Deep-TROJ addresses the unique challenges associ-
ated with the weight replacement attack and develops three
novel strategies particularly tailored to address the chal-
lenges and find the minimum set of target weight blocks,
replacement weight blocks and the optimal trigger to carry
out the attack. The efficacy of our proposed Deep-TROJ at-
tack has been thoroughly validated across various DNN ar-
chitectures, including vision transformers. In addition, our
proposed attack successfully bypasses existing trojan de-
fense strategies, making them ineffective in defending our
attack. Thus, to make AI safer and more secure, the com-
munity must address the security threat posed by this attack
by investigating appropriate remedies.
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