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Figure 1. 3D human pose estimation results of our proposed method from egocentric stereo fisheye videos. Left: results on synthetic
images; (a) reference RGB view of the scene; (b) 3D-to-2D pose re-projections, and (c) a 3D pose in a scene mesh reconstructed by our
framework. Right: results on real-world images; (d) reference view; (e) 3D-to-2D pose re-projections; (f) a 3D pose in the reconstructed

scene, and (g) 3D virtual character animation (possible future application of our method).

Abstract

While head-mounted devices are becoming more com-
pact, they provide egocentric views with significant self-
occlusions of the device user. Hence, existing methods often
fail to accurately estimate complex 3D poses from egocen-
tric views. In this work, we propose a new transformer-
based framework to improve egocentric stereo 3D human
pose estimation, which leverages the scene information and
temporal context of egocentric stereo videos. Specifically,
we utilize 1) depth features from our 3D scene reconstruc-
tion module with uniformly sampled windows of egocentric
stereo frames, and 2) human joint queries enhanced by tem-
poral features of the video inputs. Our method is able to
accurately estimate human poses even in challenging sce-
narios, such as crouching and sitting. Furthermore, we in-
troduce two new benchmark datasets, i.e., UnrealEgo2 and
UnrealEgo-RW (RealWorld). The proposed datasets offer a
much larger number of egocentric stereo views with a wider
variety of human motions than the existing datasets, al-
lowing comprehensive evaluation of existing and upcoming
methods. Our extensive experiments show that the proposed
approach significantly outperforms previous methods. Un-
realEgo2, UnrealEgo-RW, and trained models are available
on our project page' and Benchmark Challenge’.

https://4dqv.mpi-inf.mpg.de/UnrealEgo2/
Zhttps://unrealego.mpi-inf.mpg.de/

1. Introduction

Egocentric 3D human motion capture using wearable de-
vices has received increased attention recently [1, 11, 22,
31, 37, 38, 40-42, 45, 48, 52, 53]. Different from tra-
ditional vision-based motion capture setups that require a
fixed recording space, egocentric systems allow flexible
motion capture in less constrained situations. Therefore, the
egocentric setups offer various applications, such as motion
analysis and XR technologies (Fig. 1-(g)).

Previous works proposed various egocentric methods to
capture device users. On the one hand, the vast majority of
existing methods—which use a monocular camera—would
fail for complex human poses due to depth ambiguity and
self-occlusion. On the other hand, the methods designed
for stereo devices do not yet realize the full potential of
their stereo settings, especially with the most recent com-
pact eyeglasses-based setups [1, 53]. Specifically, they do
not deliver high 3D reconstruction accuracy across differ-
ent scenarios. Moreover, these approaches do not consider
scene information, which further limits their accuracy.

To address the challenges outlined above, we propose a
new transformer-based framework for egocentric 3D human
motion capture from compact eyeglasses-based devices; see
Fig. 1. The first step of our framework is to estimate 2D
joint heatmaps from egocentric stereo fisheye RGB videos
(Sec. 4.1). These 2D joint heatmaps are then processed
with human joint queries in our transformer-based 3D mod-
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ule to estimate 3D poses. Here, we leverage the scene in-

formation and temporal context of the input videos in the

3D module to improve estimation accuracy. Firstly, we use
uniformly sampled windows of egocentric stereo frames to
reconstruct a 3D background scene using Structure from

Motion (SfM) [33], obtaining scene depth as additional in-

formation for the 3D module (Sec. 4.2 and 4.3). In our

challenging eyeglasses-based setup, however, the 3D scene
and camera poses can not always be estimated due to se-
vere self-occlusion in the egocentric images. This results in
depth maps with zero (invalid) values and undesired compu-
tation of network gradients during training. To mitigate this
issue, we propose to use depth padding masks that prevent
processing such invalid depth values in the 3D module. Ad-
ditionally, we propose video-dependent query augmentation
that enhances the joint queries with the temporal context of
stereo video inputs to effectively capture the temporal rela-

tion of human motions at a joint level (Sec. 4.4).

We also introduce two new benchmark datasets: Un-
realEgo2 and UnrealEgo-RW. UnrealEgo?2 is an extended
version of UnrealEgo [1] and the largest eyeglasses-
based synthetic data with various new motions, offer-
ing 2.8x larger data (2.5M images) than the existing
dataset [1]. UnrealEgo-RW is a real-world dataset recorded
with our newly developed device that resembles the virtual
eyeglasses-based setup [1], offering 260k images with var-
ious motions and 3D poses. The proposed datasets make
it possible to evaluate existing and upcoming methods on a
variety of motions, not only in synthetic scenes but also in
real-world cases.

In short, the contributions of this paper are as follows:

e The transformer-based framework for egocentric stereo
3D human pose estimation that accounts for temporal
context in egocentric stereo views.

* 3D pose estimation is enhanced via the utilization of
scene information from our video-based 3D scene recon-
struction module as well as joint queries obtained from
our video-dependent query augmentation policy.

* A new portable device for egocentric stereo view capture
with its specification and two new benchmark datasets:
UnrealEgo?2 and UnrealEgo-RW recorded with our de-
vice. The proposed datasets allow for a comprehensive
evaluation of methods for egocentric 3D human pose es-
timation from stereo views.

Our experiments demonstrate that the proposed method out-
performs the previous state-of-the-art approaches by a sub-
stantial margin, i.e., >15% on UnrealEgo [1], >40% on Un-
realEgo2, and >10% on UnrealEgo-RW (on MPJPE). We
release UnrealEgo2, UnrealEgo-RW, and our trained mod-
els on our project page® and Benchmark Challenge* to fos-
ter the area of egocentric 3D vision.

3https://4dqv.mpi-inf.mpg.de/UnrealEgo2/
4https://unrealego.mpi-inf.mpg.de/

2. Related Work

Egocentric 3D Human Motion Capture. Recent years
witnessed significant innovations in egocentric 3D human
pose estimation. To capture device users, many existing
works use downward-facing cameras and the existing meth-
ods can be categorized into two groups. The first group are
monocular approaches [11, 21, 22, 27, 37, 38, 40, 41, 43,
45, 48, 52]. For example, Wang et al. [43] uses a diffusion-
based [10] motion prior to tackle self-conclusions. Due to
the depth ambiguity, monocular methods often fail to esti-
mate accurate 3D poses. Wang et al. [42] tackled this issue
by projecting depth and 2D pose features into a pre-defined
voxel space. This method requires additional training with
ground-truth depths and human body segmentation; it can-
not easily be extended for multi-view or temporal inputs.
Zhang et al. [51] utilized a diffusion model [ 10] conditioned
on a 3D scene to generate poses. They require pre-scanned
scene mesh as an input and cannot capture a device user.
The second group, including our work, focuses on the
multi-view (often stereo) setting. Rhodin et al. [31] pro-
posed an optimization approach whereas Cha et al. [3] used
eight cameras to estimate a 3D body and reconstruct a 3D
scene separately. Other works [1, 53] used the multi-branch
autoencoder [37] to the stereo setup. Kang et al. [12] (arXiv
pre-print at the time of submission) leveraged a stereo-
matching mechanism and perspective embedding heatmaps.
In contrast to the existing methods, we propose a new
transformer-based method that effectively utilizes egocen-
tric stereo videos via our video-based 3D scene reconstruc-
tion module and video-dependent query augmentation pol-
icy. Our method considers the scene information without
the supervision of the scene data.
Transformers in 3D Human Pose Estimation from Ex-
ternal Cameras. 3D pose estimation from external cam-
eras has shown significant progress due to the advances in
transformer architectures [39]. Some works [20, 47] pre-
dict 3D human pose and mesh from monocular views. Other
works [5, 18, 19, 28, 29, 36, 46, 49, 54-58] present a 2D-to-
3D lifting module that estimates 3D poses from monocular
2D joints obtained with off-the-shelf 2D joint detectors. Al-
though their lifting modules show impressive results, those
monocular methods cannot be easily applied to our stereo
setting. On the other hand, some works utilize transformers
in multi-view settings. He et al. [9] and Ma et al. [23] aggre-
gate stereo information on epipolar lines of stereo images,
which are difficult to obtain from fisheye images. Recent
work [44] regresses multi-person 3D poses from multi-view
inputs, powered by projective attention and query adapta-
tion. However, no existing works explored the potential of
transformers along with 2D joint heatmaps or explicit scene
information in stereo 3D pose estimation. In this paper, we
propose a transformer-based framework that accounts for
the temporal relation of human motion at a joint level via
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intermediate 2D joint heatmap and depth maps even with
inaccurate depth values mixed in the framework.

Datasets for Egocentric 3D Human Pose Estimation.
Several works proposed unique setups to create datasets,
using a monocular camera [11, 17, 22, 37, 40, 41, 45, 48]
and forward-facing cameras [11, 14, 17, 22, 26, 48, 50,
51]. There also exist datasets captured with stereo de-
vices [3, 7, 14, 26, 31, 53]. However, they are small [31]
with limited motion types [31, 53], not publicly avail-
able [3, 53], or do not provide ground truth 3D poses of de-
vice users [7, 14, 26]. Recently, Akada et al. [1] introduced
UnrealEgo, a synthetic dataset based on virtual eyeglasses
with two fisheye cameras. However, they provide only
synthetic images. Meanwhile, more glasses-based stereo
datasets that offer a wider variety of motions or real-world
footage are required nowadays for an extensive evaluation
of existing and upcoming methods. Hence, we introduce
two new benchmark datasets that in their characteristics go
beyond the existing data: UnrealEgo2 and UnrealEgo-RW.
We describe the proposed datasets in the following section.

3. Mobile Device and Datasets

We present two new datasets for egocentric stereo 3D mo-
tion capture: UnrealEgo2 and UnrealEgo-RW; see Fig. 1.
Please watch our supplementary video for visualizations.
UnrealEgo2 Dataset. To create UnrealEgo2 (an extension
of UnrealEgo [1]), we adapt the publicly available setup
with a virtual eyeglasses device [1]. This setup comes with
two downward-facing fisheye cameras attached 12cm apart
from each other on the glasses frames. The camera’s field of
view is 170°. With this device, we capture 17 realistic 3D
human models [30] animated by the Mixamo [25] dataset in
various 3D environments. We record simple to highly com-
plex motions such as crouching and crawling, for 14 hours.
Overall, UnrealEgo?2 offers 15,207 motions and >1.25M
stereo views (2.5M images) as well as depth maps with a
resolution 1024 x 1024 pixel rendered at 25 frames per sec-
ond. Each frame is annotated with 32 body and 40 hand
joints. Note that UnrealEgo2 is the largest glasses-based
dataset and 2.8 larger than UnrealEgo. Also, it does not
share the same motions with UnrealEgo, providing a larger
motion variety for a comprehensive evaluation.
Design of Our Mobile Device. Evaluation with real-world
datasets plays a pivotal role in computer vision research.
Therefore, we build a new portable device; see Fig. 2. Our
device is based on a helmet with two RIBCAGE RXO0 I
cameras [32] and two FUJINON FE185C057HA-1 fisheye
lenses [6]. We placed the cameras 12cm away from each
other and 2cm away from user’s face. We cropped the mar-
gins of the egocentric images to resemble the field of view
of 170° of the UnrealEgo and UnrealEgo?2 setups. Note that
our setup is more compact than EgoCap [31] that placed
cameras 25cm away from user’s face.

Figure 2. Our portable setup to acquire UnrealEgo-RW.

UnrealEgo-RW (Real-World) Dataset. With our device,
we record various motions of 16 identities in a multi-view
motion capture studio (Fig. 1-(d)). We capture simple and
challenging activities, e.g., crawling and dancing, for 1.5
hours. This is in strong contrast to the existing real-world
stereo dataset [53] (not publicly available) that records only
three simple actions, i.e., sitting, standing, and walking.

In total, we obtained 591 motion segments from 16
identities with various textured clothing. This results in
more than 130k stereo views (260k images) of a resolu-
tion 872872 pixel rendered at 25 frames per second with
ground-truth 3D poses of 16 joints. Note that UnrealEgo-
RW offers 4.3 larger data with a wider variety of motions
than the publicly available real-world stereo data [31].

4. Method

We propose a new framework for egocentric stereo 3D hu-
man pose estimation as shown in Fig. 3. Our framework
first estimates the 2D joint heatmaps from egocentric stereo
fisheye videos in our 2D module (Sec. 4.1). The heatmaps
and input videos are then processed in our segmentation
module to obtain 2D human body masks (Sec. 4.2). Next,
we use uniformly sampled windows of input frames and hu-
man body masks to reconstruct 3D scenes (Sec. 4.3). Here,
we render depth maps and depth region masks from the re-
constructed mesh. Finally, our transformer-based 3D mod-
ule processes the joint heatmaps, depth information, and
joint queries to estimate 3D poses (Sec. 4.4). Here, the 3D
module leverages depth padding masks based on the avail-
ability of the depth maps as well as joint queries enhanced
by the stereo video features from the 2D module.

4.1. 2D Pose Estimation

Given egocentric stereo videos with 7" frames {If ., Iz €
REXWx314 = 1,2 ..., T}, we use the existing stereo
2D joint heatmap estimator [1] to obtain a sequence of
corresponding 2D heatmaps of 15 joints {H{ ¢, Hiyep, €
RT*T 151 “including the neck, upper arms, lower arms,
hands, thighs, calves, feet, and balls of the feet. We
also extract intermediate feature maps {Fiewaf(ight €
R%X%XC} where C' = 512, which are used later in the
3D module.
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Figure 3. Overview of our framework. Our method takes egocentric stereo videos {I ., Iﬁigm} as inputs. We first apply the 2D module
to obtain 2D joint heatmaps {HY .y, H,ﬁigm} and video features {FY ., Ff{igm} (Sec. 4.1). The heatmaps are used with input videos to create
human body masks {M{,, Mfught} (Sec. 4.2). Next, we use uniformly sampled windows of input frames and human body masks to
reconstruct a 3D scene mesh (Sec. 4.3). From the mesh, we generate depth maps { D5 o, DtRigm} and depth region masks { R, Rf{igm}
Note that this diagram shows an example case of missing depth values for the second input frame. Lastly, the depth data, 2D joint heatmaps,
video features, joint queries ¢° and the padding masks Vgepth are processed in the 3D module to estimate 3D poses P* (Sec. 4.4).

4.2. Human Body Segmentation

To reconstruct 3D scenes from egocentric videos, it is nec-
essary to identify the pixels corresponding to the back-
ground environment. Therefore, we integrate an exist-
ing segmentation method, i.e., ViT-H SAM model [16],
as our segmentation network Fsay. In this module, we
firstly obtain 2D joint locations from the 2D joint heatmap
{H! nght} Then, we use the input video frames
{T{ et Thign} and its corresponding 2D joints to extract a
human body mask {M] i, M, € RV 13

= Fsam (L ep, Hi o). (1)

The same process can be applied to obtain ME, ohe- Note that
we use the SAM model without re-training on ground-truth
human body masks. Instead, we guide the predictions of
SAM using joint positions extracted from the 2D heatmaps.

13
MLeft

4.3. 3D Scene Reconstruction

We aim to reconstruct 3D environments from uniformly
sampled windows of input frames {Iief[,lﬁighl} and hu-
man body masks {M] ., M., } With a fixed length. The
length is set to 4 seconds (some motion data contains shorter
sequences). Given these data, we use Metashape [24]
to perform SfM to obtain camera poses and a 3D scene

mesh. Here, as the baseline length between stereo cam-
eras is known, i.e., 12cm, we can obtain the mesh in the
real-world scale. Next, we render down-sampled depth
maps {D{ ., Diign € R% %% *1} and depth region masks
{R{.q Riigne € R%*%*1} from the reconstructed 3D
scene mesh. The depth region masks show the regions
where the depth values are obtained from the 3D scene.
This depth information will be used later in the 3D mod-
ule as additional cues for pose estimation. However, there
are some cases where the egocentric RGB videos are largely
occupied by a human body. In such scenarios, the 3D scene
can not be reconstructed or camera poses can not be esti-
mated. This results in missing (invalid) depth values and
undesired computation of network gradients during train-
ing. Therefore, we tackle this issue in our 3D module.

4.4. 3D Pose Estimation

In the 3D module, we aim to estimate a sequence of 3D
poses by considering scene information and the tempo-
ral context of the egocentric stereo videos. Specifically,
given the 2D joint heatmaps, depth maps, depth region
masks, and T sets of joint queries ¢! € R6X%, we use
a transformer decoder to estimate a sequence of 3D poses
{Pt € R¥6*3|t =1,2,...,T}. Our pose output is the 3D
pose at the last time step P7. We follow the existing
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Method Task  MPIPE(]) PA-MPJPE(]) 3DPCA(1) AUC(1)

Zhao et al. [53] 86.45 63.71 85.97 50.50
Akada et al. [1] Pelvis 78.98 59.30 88.81 54.31
Kang et al. [12] relative 60.82 48.47 - -

Baseline 59.85 49.14 92.07 63.88
Ours 50.55 40.50 93.83 70.61
Zhao et al. [53] 88.12 65.36 85.10 50.37
Akada et al. [1]  Device 84.53 63.92 87.05 52.76
Baseline relative 63.44 50.97 92.30 64.54
Ours 46.20 40.19 94.02 73.53

Table 1. Quantitative results on UnrealEgo [1] with mm-scale.

Method MPJPE(|) PA-MPJPE(]) 3DPCA(1) AUC(1)
Zhao etal. [53]  79.64 58.22 88.50 53.82
Akadaeral [1]  72.80 52.88 91.32 55.81
Baseline 52.23 39.78 95.72 68.13
Ours 30.53 26.72 97.22 80.75

Table 2. Quantitative results of device-relative pose estimation on
UnrealEgo2 with mm-scale.

works [1, 37, 38] to estimate 16 joints including the head.
Depth and Heatmap Features. We use the sequence of the
depth maps, depth region masks, and the 2D joint heatmaps
as the memory of a cross-attention operation in the trans-
former decoder. For this purpose we extract depth features
{Uf s Ukign € R32 %32 X5} from the depth data:

Ul i = Foepin(Di e @ Rieq), (2)

where “@” is a concatenation operation along the channel
axis and Fpepn represents a feature extractor. The same
process can be applied to obtain Uﬁigm.

Similarly, we extract heatmap features {G{ ., Giign €

R 16X 16 % €Y from the 2D heatmaps:

Giefl = fHM(Hieﬂ)v (3)

where Fy represents another feature extractor. The same
process can be applied to obtain Gﬁight.

These features are forwarded with positional embed-
dings into the transformer. However, as mentioned in
Sec. 4.3, depth values can be missing in some frames.
To prevent processing features of such depth data and let
the network focus only on valid frames, we propose to
add padding masks V., € R to all the elements of

{ULeft ’ nght } :

: -inf, if depth values are missing
VDepth = . . (4)
0, otherwise

eptl

When Vi, = -inf, the depth features {Uf ., Ugyyp, } after
the softmax function in self-attention layers of the trans-
former will have zero effect on the network training.

Stereo-Video-Dependent Joint Query Adaptation. The
existing work [44] represents human joints as learnable po-
sitional embeddings called joint queries that encode prior

Method MPJPE(|) PA-MPJPE(]) 3DPCA(1) AUC(1)
Zhao et al. [53]  117.57 88.01 73.12 38.94
Akadaeral. [1]  122.64 86.55 7251 38.67
Baseline 115.95 85.00 74.13 40.11
Ours 104.14 82.18 80.20 46.22

Table 3. Quantitative results of device-relative pose estimation on
UnrealEgo-RW with mm-scale.

knowledge about the skeleton joints. In our problem setting,
the simplest way to design such joint queries is to set queries
for each pose in a motion sequence. However, this can not
capture the temporal context in video inputs, e.g., human
motions and background changes. Therefore, we extend the
multi-view joint query augmentation technique [44] for our
stereo video setting to account for sequential information.
Specifically, we enhance the joint queries with the temporal
: : t t
intermediate features of stereo RGB frames {F{ o, Fiignc -
Firstly, from the sequence of the intermediate features, we
: t HEx¥x<.
create a sequence of combined features F* € R32 %353 %72;

F - CODV(FLe’rt @ Frlght) (5)

where “conv(-)” is a convolution operation with a kernel
size of 1 x 1.

Next, we fuse the sequence of the combined features F
to obtain a fused stereo features Fgereo € R%:

Fsereo = Fp @ ... @ FL, where Fi = p(F?),  (6)

where “p(-)” is an operation of adaptive average pooling.
Now, the feature Fgreo contains stereo video information.
Lastly, with Fgereo and a fully connected layer ” fc(-)”,
we au h t i ot 16x <.
gment each query ¢" to obtain gy,, € R™°* 2

qf\ug = fC(FStereo> + qt~ (7

Transformer Decoder. We adopt a DETR [2]-based trans-
former decoder and a pose regression head. In decoder
layers, all of the augmented joint queries %txug first interact
with each other on a self-attention layer. Then, the queries
extract all of the temporal stereo features from the mem-
ory {Ufen: Ukighs Gl Ghign} With the padding masks
VDepth on a cross-attention layer. Lastly, the pose regression

head estimates a sequence of 3D poses {P? € R16*3|t =
1,2,...,T}, yielding the final pose output P7.

Similar to the previous works [5, 49], we train the 3D
module with the pose supervision of the current and past
frames:

T-—1
N A, R
Lip = Lyose(P", PT) + ) "_“5‘1) > Looe (P, PY), ®)
t=1

);

bone(P))),

Acos COS bone(
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Baseline Ours

Stereo inputs Akada et al. [1]

Stereo inputs Akadaetal [1] Baseline Ours

Figure 4. Qualitative results of device-relative pose estimation. Left: UnrealEgo2. Right: UnrealEgo-RW. 3D pose prediction and ground
truth are displayed in red and green, respectively. For UnrealEgo-RW, we show ground-truth scene meshes for visualization.

Method MPIPE(|) PA-MPJPE(|)
(a) Baseline with depth information 120.39 86.23
Baseline 115.36 84.80
(b) Ours w/o query adaptation 108.33 86.69
(c) Ours w/o depth information 112.56 84.37
(d) Ours w/o depth padding mask 108.70 84.26
' (¢) Ours with latest pose supervision only 10567 8346
(f) Ours with a single set of queries 105.58 85.68
ous 10414 8218

Table 4. Ablation study of our model for device-relative pose esti-
mation on UnrealEgo-RW with mm-scale.

where P is a ground-truth 3D pose, mpjpe(-) is the mean per
joint position error, cos(-) is a negative cosine similarity, and
bone(-) is an operation of obtaining bones of the 3D poses
as used in the previous work [1]:

N J
IV i
mpjpe(P,P) = NJ Y > Py —Pujll,  (10)
n=1j=1

N M A
cos(B,B)=—-— > ) —mmommm_ (1)
BB =y B[ [Br,ml|

n=1m=1

where N is batch size, J is the number of joints, M is the
number of bones, and B,, ,,, € R?3 is a vector of m-th bone.

5. Experiments
5.1. Datasets for Evaluation

We use three datasets for our experiments: UnrealEgo [1],
UnrealEgo2, and UnrealEgo-RW. For UnrealEgo, we use
their proposed data splits. Also, we divide UnrealEgo?2 into
12,139 motions (1,002,656 stereo views) for training, 1,545
motions (127,968 stereo views) for validation, and 1523
motions (123,488 stereo views) for testing. Similarly, we

Method Upper body Lower body Foot Foot
etho MPJPE(]) MPIPE(}) MPJPE(}) MPE({)
Ours w/o depth information 80.82 144.31 174.45 6.39
Ours w/o depth padding masks 77.29 140.10 169.95 5.02
Ours 77.85 130.97 155.86 4.83

Table 5. The effect of scene information (depth) per body part on
UnrealEgo-RW. The numbers are in mm.

split UnrealEgo-RW into 547 motions (51,936 stereo views)
for training, 77 motions (7,616 stereo views) for validation,
and 86 motions (7,936 stereo views) for testing. we follow
the existing works [1, 11, 37, 38, 40-42, 45, 52, 53] to re-
port the results of device-relative 3D pose estimation. For
UnrealEgo, we also follow the existing works [1, 12] to in-
clude the results of pelvis-relative 3D pose estimation.

5.2. Training Details

We resize the input RGB images and ground-truth 2D key-
point heatmaps to 256 x 256 and 64 x 64 pixels, respectively.
For the training of the 2D module, we follow the previ-
ous work [1] to use the ResNetl8 [8] pre-traned on Ima-
geNet [4] as an encoder and train the module with a batch
size of 16 and an initial learning rate of 103, Then, we
train the 3D module with a batch size of 32 and an initial
learning rate of 2 - 107, The modules are trained with
Adam optimizer [15] for ten epochs, starting with the ini-
tial learning rate for the first half epochs and applying a lin-
early decaying rate for the next half. Also, we set the hyper-
parameters as Apose = 0.1 Aeos = 0.01, and Apa = 0.1. We
use five sequential stereo views as inputs to our model, i.e.,
T = 5, with a skip size of 3. See our supplement for more
details on the network architecture.

5.3. Evaluation

We compare our method with existing stereo-based ego-
centric pose estimation methods [1, 53]. We use the of-
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Figure 5. Results of our framework and comparison methods on example sequences from UnrealEgo2 (above) and UnrealEgo-RW (below).
Left: MPJPE curves. Right: Outputs of our method at frame 87 and 329 of the sequences, respectively. 3D pose estimation and ground

truth are colored in red and green, respectively.

ficial source code of Akada et al. [1] and re-implement the
framework of Zhao et al. [53] as its source code is not avail-
able. Note that the comparison methods are trained on the
same datasets as our model. Kang ef al. [12] (arXiv pre-
print at the time of submission) only shows results of the
pelvis-relative estimation on UnrealEgo. Therefore, we in-
clude them for reference. Furthermore, we are interested
in the performance of the publicly available state-of-the-art
method [1] with temporal inputs. Thus, we modify their
3D module such that it can take as an input a sequence of
stereo 2D keypoint heatmaps with the same time step as
ours, i.e., T' = 5. Here, we replace the first and the last fully
connected layers in the encoder, the pose decoder, and the
heatmap reconstruction decoder of their autoencoder-based
3D module [1] by those with T times the size of the orig-
inal hidden dimension. We denote this model as Baseline
and train it with the same training procedure as Akada et
al. [1]. Note that Akada et al. [1], Baseline, and our model
use the same 2D module.

We follow the existing works [1, 11, 37, 38, 4042, 45,
52, 53] to report Mean Per Joint Position Error (MPJPE)
and Mean Per Joint Position Error with Procrustes Align-
ment [13] (PA-MPJPE). We additionally report 3D Percent-
age of Correct Keypoints (3D PCK) and Area Under the
Curve (AUC) for UnrealEgo2 and UnrealEgo-RW.

Results on Synthetic Datasets. Tables | and 2 report the
results with UnrealEgo [1] and UnrealEgo2. Our method
outperforms the existing methods [, 12, 53] and Baseline
across all metrics by a significant margin, e.g., >15% on
UnrealEgo [1] and >40% on UnrealEgo2 (on MPJPE). The
qualitative results on UnrealEgo2 in Fig. 4-(left part) show
that existing methods and Baseline fail to estimate lower
bodies of complex poses with severe self-occlusions, such
as crouching. Even under such challenging scenarios, how-
ever, our approach yields accurate 3D poses. See Fig. 5-
(above part) for a MPJPE curve and visual outputs of our

Method MPIPE(}) PA-MPIPE(]) 3DPCA(1) AUC(})

T=1 108.63 84.69 77.98 44.15
T=3 108.23 85.28 78.35 44.54
T=5 104.14 82.18 80.20 46.22
T=7 104.01 82.43 80.52 46.10

Table 6. Ablation study of our model with different sequence
lengths on UnrealEgo-RW. The numbers are in mm.

framework on UnrealEgo2. Our method is able to con-
stantly estimate accurate 3D poses compared to the exist-
ing methods. As evidenced by these results, our method
demonstrates superiority and becomes a strong benchmark
method in the egocentric stereo 3D pose estimation tasks.
See our supplementary material and video for more results.
Results on the Real-World Dataset. Table 3 shows quan-
titative results on UnrealEgo-RW. Again, our method out-
performs the existing methods [1, 53] and Baseline across
all metrics, e.g., by more than 10% on MPJPE. See Fig. 4-
(right) for qualitative results. The current state-of-the-art
methods [1, 53] or Baseline show floating feet, inaccurate
pelvis position, and penetration to the floor ground. How-
ever, our method is able to estimate accurate 3D poses. See
Fig. 5-(below part) for a MPJPE curve and visual outputs on
an example motion of UnrealEgo-RW. The curve indicates
that our method constantly shows lower 3D errors than the
comparison methods. All of the results indicate the effec-
tiveness of our proposed framework compared to the ex-
isting methods. We also visualize 2D heatmaps, 3D-to-2D
pose reprojection, and 3D pose prediction from our method
in Fig. 6. Even when the joint locations of the lower body
are estimated closely in the 2D heatmaps, our approach pre-
dicts accurate lower body poses. These results suggest that
the proposed method with our portable device can open up
the possibility of many future applications, including ani-
mating virtual humans (Fig. 1-(g)). For the virtual human
animation, we applied inverse kinematics with estimated 3D
joint locations and ground-truth camera poses to drive the
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Stereo inputs

2D joint heatmap estimation

-

| ;e
3D pose estimation

3D-to-2D pose reprojection

Figure 6. Visualization of outputs from our model on UnrealEgo-RW. 3D-to-2D pose reprojection is visualized in the same colors as in
Fig. 1-(e). 3D pose estimation and ground truth are displayed in red and green, respectively.

character in a world coordinate system.

Ablation Study. In Table 4, we first ablate (a) the CNN-
based 3D module (Baseline) with depth data concatenated
to the heatmap inputs. However, naively adding this extra
scene information to this 3D module does not help probably
because the CNN layers can be affected by invalid depth
values even with the depth region masks.

Next, we test our transformer-based 3D module (b) with-
out query augmentation (c) without depth data. They per-
form worse than our full framework. We also ablate our
method (d) without the padding mask. The result indicates
that adding depth padding masks helps because the padding
mask can filter out the invalid values in depth maps in the at-
tention module. These results validate that our video-based
3D scene reconstruction module and video-dependent query
augmentation policy boost 3D joint localization accuracy.
Next, we ablate our model (e) with 3D pose supervision of
the latest frame only. Note that this ablation uses the same
sets of input data and joint queries as the original model,
i.e., T' = 5. This model estimates less accurate poses due
to the loss of supervision from past 3D poses. We also test
(f) a single set of joint queries, i.e., ql, instead of T sets to
predict the latest 3D pose. Similar to (e), this model cannot
benefit from the supervision of past 3D poses.

We further investigate the effect of the scene informa-
tion. Table 5 shows the MPJPE per body part and Mean
Penetration Error (MPE) [34, 35] between feet and floor
ground. The results reveal that depth features with the
padding masks reduce the errors in the lower body while
maintaining the performance in the upper body.

In Table 6, we ablate the effect of the sequence length
of input frames for our method. It is worth noting that our
model with T'=1 yields better results than the best existing
method [1] and Baseline that utilizes temporal information
(see Table 3). Since our model uses the same 2D module
as Akada et al. [1] and Baseline, the difference comes only
from the 3D module. This suggests that their autoencoder-
based 3D modules with the heatmap reconstruction com-
ponent are, very likely, not the most suitable solution for
estimating 3D poses from 2D joint heatmaps, highlighting
the potential of our transformer-based framework. The re-
sult also indicates that although the longer sequence can
bring performance improvement to some extent, the se-

Initial

Method raining data MPPE(L) PAMPIPE(}) 3D PCA(T)  AUC(1)
Zhao et al. [53] 99.09 7247 79.82 43.55
Akadaeral (1] ome oy 9487 69.79 82.78 46.80
Baseline g 83.89 64.30 86.20 51.63
Ours 75.34 57.29 89.43 55.77
Zhao et al. [53] 97.86 69.92 81.53 4632
Akadaeral [1] (oo 92.48 67.15 84.25 48.04
Baseline g 82.16 61.60 87.07 52.72
Ours 72.89 56.19 90.29 57.19

Table 7. Fine-tuning results of device-relative 3D pose estimation
on UnrealEgo-RW with mm-scale.

quence lengths of five and seven show comparable results.
Synthetic Data for Pre-training. No existing works ex-
plored the efficacy of synthetic data for pre-training in ego-
centric 3D pose estimation. Thus, we further conduct exper-
iments with models pre-trained on the synthetic datasets and
fine-tuned on the real-world data. Tables 3 and 7 show that
all methods benefit from the training with the large-scale
synthetic data even with the differences in the synthetic and
real-world setups, e.g., fisheye distortion and syn-to-real
domain gaps. Note that the gain of our method from Un-
realEgo to UnrealEgo?2 is significant, i.e., 3.3% on MPJPE
(75.34mm to 72.89mm). This suggests that it is helpful to
develop not only new models but also large-scale synthetic
datasets even with different distortion and domain gaps.

6. Conclusion

In this paper, we proposed a new transformer-based frame-
work that significantly boosts the accuracy of egocentric
stereo 3D human pose estimation. The proposed frame-
work leverages the scene information and temporal context
of egocentric stereo video inputs via our video-based 3D
scene reconstruction module and video-based joint query
augmentation policy. Our extensive experiments on the new
synthetic and real-world datasets with challenging human
motions validate the effectiveness of our approach com-
pared to the existing methods. We hope that our proposed
benchmark datasets and trained models will foster the fur-
ther development of methods for egocentric 3D vision.
Acknowledgment. The work was supported by the ERC
Consolidator Grant 4DReply (770784) and the Nakajima
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