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Abstract

Long-form video content constitutes a significant por-
tion of internet traffic, making automated video summa-
rization an essential research problem. However, exist-
ing video summarization datasets are notably limited in
their size, constraining the effectiveness of state-of-the-art
methods for generalization. Our work aims to overcome
this limitation by capitalizing on the abundance of long-
form videos with dense speech-to-video alignment and the
remarkable capabilities of recent large language models
(LLMs) in summarizing long text. We introduce an auto-
mated and scalable pipeline for generating a large-scale
video summarization dataset using LLMs as Oracle sum-
marizers. By leveraging the generated dataset, we ana-
lyze the limitations of existing approaches and propose a
new video summarization model that effectively addresses
them. To facilitate further research in the field, our work
also presents a new benchmark dataset that contains 1200
long videos each with high-quality summaries annotated by
professionals. Extensive experiments clearly indicate that
our proposed approach sets a new state-of-the-art in video
summarization across several benchmarks.

1. Introduction
In the current era of information, long-form video content
constitutes a significant portion of internet traffic. Conse-
quently, developing models for automated video summa-
rization has become an essential research topic [5, 9, 10,
14, 20, 25, 35, 45–47, 49]. Video summarization involves
automatically creating a condensed summary video from a
longer input video, highlighting the key information. This
task is highly practical as it allows users to selectively filter
the content they wish to explore in greater detail (e.g. pro-
motional trailers) or obtain concise summaries of the con-
tent they intend to consume (e.g. recap videos).

Learning to summarize videos, however, is a very ill-
posed problem. This is mainly because of the diverse nature
of video content and the subjective nature of what consti-
tutes a meaningful summary. Therefore, an intuitive, data-

driven approach to developing a robust video summarizer
would involve exposing the model to a large set of video-
summary pairs during training. However, obtaining such a
dataset is a daunting and resource-intensive task, primarily
due to the manual labor required for annotating summary
videos. This challenge is reflected in existing video summa-
rization datasets like TVSum [36] and SumMe [7] which are
characterized by a notably small number of video-summary
pairs, with only 50 and 25 pairs, respectively. Consequently,
state-of-the-art video summarization methods [8, 9, 25, 26]
tend to overfit to a specific video domain and their ability to
generalize effectively is significantly limited.

The main focus of this work is to address these limi-
tations. Motivated by the abundance of long-form videos
with dense speech-to-video alignment [23] and the recent
achievements of large language models (LLMs) [22, 27, 38]
in comprehending and summarizing extensive textual con-
tent, we propose an automatic and scalable pipeline for
large-scale video summarization pretraining. Our key idea
is to leverage LLMs as Oracle summarizers to transfer their
capabilities from text to the video domain. This enables the
scaling up of visual summarization datasets, facilitating the
training of video summarizers for scenarios where narration
or text is not available.

Given a long narrated video, we first use a speech-to-
text model [2, 32] to obtain the textual transcription of the
video. Next, we input the text into the LLM in a format
where each sentence in the transcript is accompanied by its
corresponding timestamp. We then prompt the LLM to out-
put an extractive summary of the video transcript by select-
ing only the most critical and informative moments from the
video while maintaining the timestamp and original word-
ing of the selected sentences. The main reason for providing
this particular instruction is to guarantee that the extracted
textual summary can be seamlessly associated with the cor-
responding video segments. Finally, we carefully map the
extracted textual summary back to the relevant video seg-
ments. This process results in a sequence of clips that,
when aggregated, form a pseudo-ground truth visual sum-
mary. Following this methodology, we create a large-scale
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dataset, named Long-form Video Summarization Pretrain-
ing (LfVS-P) dataset, consisting of 250K video-summary
pairs for training a robust video summarization model.

Leveraging the extensive dataset we have generated, our
work conducts an analysis of various video summarization
baselines. A common approach in most existing works is to
frame video summarization as a binary classification [25]
where each moment is classified as summary or not, or as
frame importance prediction [8, 9, 26], estimating the like-
lihood of each frame being part of a summary. However,
these approaches present two key limitations. Firstly, they
suffer from a long-tail distribution problem, characterized
by a significant class imbalance, as the number of summary
moments in a video is considerably smaller compared to
non-summary moments. Secondly, the decision of whether
a video segment at a given time step is a summary or not
happens independently, without consideration of what was
previously classified as a summary, as predictions are made
in parallel. This eventually leads to numerous repetitive mo-
ments being categorized as summary.

To address these limitations, our work proposes a new
video summarization model. We adopt a regression-based
approach in which the model decodes continuous feature
representations of the summary moments, as opposed to
predicting discrete binary classes or importance scores, in
order to mitigate the long-tail distribution problem. Further-
more, we utilize an autoregressive decoding process, where
the decoding at a given time step t is conditioned on the
summary moments decoded up to time t − 1 and the in-
put video. This sequential scheme enables the network to
learn intricate contextual dependencies between summary
moments during the generation of a summary.

We design a Transformer-based [39] encoder-decoder ar-
chitecture that takes a long video as input and autoregres-
sively generates a short summary video. We approach video
summarization as a multi-modal problem integrating both
visual and textual (transcribed speech) cues, from the input
video to guide the prediction of summary videos. Recogniz-
ing the prevalence of videos without narration or language
cues, we train our framework to depend solely on visual
cues when textual information is absent. Consequently, dur-
ing inference, our model is versatile and can be deployed on
videos, whether or not they come with accompanying text.

We conduct comprehensive experiments covering as-
pects such as problem formulation, network design, and
scaling effects. Our results clearly indicate the benefits of
large-scale pretraining using the collected dataset for ro-
bust cross-dataset generalization. Furthermore, to assess
the effectiveness of video summarization models and to
encourage ongoing research in this field, we introduce a
new benchmark known as Long-form Video Summarization
Testing (LfVS-T). This benchmark comprises a collection
of 1,200 diverse videos, each paired with carefully anno-

tated ground truth summaries produced by professional hu-
man annotators. We evaluate our model and existing ap-
proaches [8, 10, 25, 26] using various metrics. Our autore-
gressive approach outperforms previous works, establishing
a new state-of-the-art across multiple benchmarks.

Contributions. Our work brings three main contributions
to video summarization research: (1) We introduce an auto-
matic and scalable mechanism that leverages publicly avail-
able long-form videos and LLMs as oracle summarizers to
curate the LfVS-P dataset for large-scale video summariza-
tion pretraining. (2) We present a new video summarization
model that effectively addresses the limitations of previous
works and achieves state-of-the-art performance across sev-
eral benchmarks. (3) To facilitate further research in the
field, we introduce a new benchmark dataset named LfVS-
T which contains 1,200 publicly available long videos with
high-quality summaries annotated by humans.

2. Related Works
Text Summarization. Text summarization is a funda-
mental NLP task that aims to generate concise and infor-
mative summaries of texts [1, 6]. Extractive summarization
extracts important sentences from the original text [17, 24],
while abstractive summarization generates new summaries
that convey the main points [15, 41]. Early works on ex-
tractive summarization include TextRank [24], an unsuper-
vised graph-based algorithm. Liu et al. [17] enhanced it
with contextualized word embeddings [17]. The advent of
Transformers [39] has greatly advanced abstractive summa-
rization, exemplified by models like BART [15] and Pe-
gasus [41]. Recent progress in text summarization has
been driven by the development of large language models
(LLMs) [22, 27, 38]. These models are able to learn the se-
mantics of the original text and generate summaries that are
more informative and comprehensive than traditional sum-
marization models [40, 44]. Additionally, LLMs have been
shown to be capable of generating summaries in a variety
of different formats, such as bullet points, paragraphs, and
even code [29, 48]. Our work leverages the power of LLMs
to create an extensive dataset for video summarization.

Video Summarization. Video summarization is the task
of generating a concise representation of a video that cap-
tures the main events and ideas. Existing approaches can be
broadly categorized as supervised and unsupervised. Many
early works focused on unsupervised video summariza-
tion [5, 11, 14, 20, 21, 45] partly due to a lack of labeled
training datasets. With the emergence of video summariza-
tion benchmarks such as SumMe [7] and TVSum [36] sev-
eral supervised approaches [9, 10, 25, 35, 42, 43, 46, 47, 49]
have been proposed. Most works focus on generic video
summarization [9, 10, 46] where the most informative mo-
ments of an input video are temporally aggregated to com-
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Speech-to-Text

LLM

<00:14.24> Hi guys, I' m Laura Vitale and on this epi sode of Laura in the Kitchen, I' m doing it again! <00:20.16> I ' m making something miniature and I' m maki ng my mini pumpkin pies and nor mall y I give you a spiel of why I' m going to make a pumpkin pie into a miniature version or anything into a miniature version. <00:30.63> No excuse, fol ks! <00:32.37> Just felt li ke doing it. <00:33.51> They're so cute and it's reall y fun to ser ve something miniature if you're having li ke a potl uckor if you're having a cocktail party

around the holidays. <00:43.61> you're fancy, i f you'r e having a sleepover with your friends, if you want to make miniature thi ngs and you know it's pumpki n pie, miniatur e for m, who can argue with that?<00:51.84> Now we're going to start off with the ingredients you'll need for
the actual pie crust because we're going to make my homemade pie crus t and it' s reall y easy, you'll need jus t a handful of i ngredients such as all purpose flour, salt, I' ve got a mi xtur e here of cold unsalted butter and some vegetable shortening, they' ve got to be reall y nice and col d, and some cold water. <01:10.90> That's it! <01:11.30> I mean it reall y is easy. <01:12.84> And because I' m making a double batch, technicall y it's li ke two 9 inch pie crus ts,I'm

going to make it i n mystanding mi xer because myfood processor i s just too small . <01:22.02> So now I' m going to take myflour and salt, throw them right into my standing mi xer, into the bowl of my standing mi xer I should say, and I have mine fitted with a paddl e attachment, and look at thi s! <01:32.97> Lookat this! <01:35.73> There's no flour on the counter!<01:40.94> I'm going to add my cold
fats, it's reall y i mportant that they're cold, other wise you're not going to get a ver y flaky pie crus t. <01:47.12> Pop them in there, and now I' m just going to mi x this together unti l my fats and my butter and my shortening are mi xed throughout the flour reall y nicel y and they break down just a little bit more. <01:59.56> N ow at this point I' m going to start dri zzling in some reall y cold water, you'll need a mi x between I would say 5 to 8 tablespoons of water, you might need a little bit mor e, you might need a litt le bit

less, that' s why I do a li ttle bit at a ti me and then I stop when I can pinch mydough together and it kind of holds, that's when you know you'r e done. <02:18.66> Okay, my dough looks awesome, I can sti ll see the bits and pi eces of butter and shortening runni ng through which is going to mean that we' re going to get a reall y flaky pie crust. <02:29.37> I' ve got a couple pieces of plastic wrap l aid out in front of me, I' m going to take mydough, I' m going to di vide this in half. < 02:37.02> because I' m going to for m two discs and pop
this into the fridge because I want mydough, theydon' t have to be perfectl y equal by the waybecause we're not doing a top and a bottom, it's just that it makes it easier if there are two separate pieces rather than one big piece. < 02:53.10> Thi s needs a chance to rest in the fridge for a bi t, a good 45 minutes, so I' m just for ming these into discs, you can see they're sticky but they' re not so wet that it's kind of l i ke running all over your hands. <03:06.60> So I' m just for ming them into a disc and then I' m going to pop these into the
fridge for about 45 minutes and then we will make our filli ng and then we'll pretty much be r eady to pop them in the oven. <03:17.23> That's it! <03:19.26> For the filling, you'r e going to need some pumpkin pur ee, some light cream or half and half, I' ve got some granulated sugar and pumpkin pie spice, some br own sugar and a couple of eggs. <03:29.92> Now, tr aditionall y you don't use br own sugar and you use evaporated mil k to make pumpkin pie, but last year a friend of mine gave me a tip to use light cream or half and
half and a little bit of brown sugar and it just makes it a littl e richer and it's I mean why not? <03:45.52> It' s the season to get things a l ittle ri cher, you know, so might as well go for it. <03:52.33> I' m going for it, it's that si mple, I ' m going for it. < 03:55.29> It's reall y easy, you basical l y just dump ever ything into this, I' m using a measuring cup, a reall ybig measuring cup, but you can use a bowl of course. <04:03.19> I' ve got mypur e pumpkin puree, my light cr eam or you coul d use half and half, my pumpkin pie spi ce and
granulated sugar. <04:11.28> H ow easy is this? <04:14.00> brown sugar, and my eggs. <04:17.07> And now al l I' m going to do with my whi sk is mi xever ything together until combined. <04:24.47> I' ve got one of my pieces of dough here, my filling is done, I also have one of my muffi n tins just sprayed with some non- stickspray, I' m most l i kel ygoing to use two so I have another one waiting for me back there, and now I' m ready to s tart getting things rolling. <04:38.64> But fir st, get your oven preheated to 425F, I' ve alr eady
done that, and I li ke to wor k with one piece at a ti me and keep the other piece in the fridge until I need it, that way the butter and the shortening stays nice and cold. <04:50.20> Okay, this is what I' m going to do, I ' m going to flour my surface, of course. <04:56.09> Got to do that, super i mportant. <04:58.38> And I' m going to roll this out to li ke a quarter i nch thickci rcle, i t'll be about I would say ten inches or so. < 05:05.74> H ere's a tip though, war m up the dough a little bit with your hands or take it out of the fri dge about ten
mi nutes before you're r eady to use it because someti mes when your pi e crust dough is reall y reall ycol d, it tends to break up a li ttle bit and if that happens, regroup it and then re-roll it, it's not that big of a deal. <05:23.53> So I just li ke to war m i t up with my hands. <05:26.23> Make sure my surface is floured. < 05:29.53> And now I' m just going to roll this out with my r olling pin unti l it's about a quarter inch thick. <05:34.95> And then I just take a biscui t cutter that's four i nches r ound, you can use any kind of cutter, it doesn't

have to be a biscuit cutter.<05:42.28> And then I just cut out my little circles, and you can see I' m leaving a littl e bit of space in between and I'll show you why in just a second, but I' m just going to get these cut out. <05:54.42> How manydo I have? <05:55.78> One, two, three, four. < 05:56.58> Okay. <05:58.30> And then of courseI'mgoingtoregroupeverything

up before and then r e-roll and do it all over again. <06:04.07> And then you just take your little muffin tin that you have prepared and then you just push it in there li ke so. < 06:12.05> Now before I regroup my scraps her e, I' ve got some little cookie cutter s here, whatever you want to call them, and they' re different shapes , li ke one's an acorn, one's a leaf, li ke a littl e apple, pumpkin, and all I' m going to do is cut out these littl e shapes and set them aside until I, I' m actuall ygoing to flower this little area right here, until I need
them. <06:35.19> So I li ke to cut out as many as I' ve got, I' ve got alreadyseven here, so I' m going to cut seven l ittle whatever these are, that way I don't forget that I need to, because it can come to a point where I' ve got all my little ci rcles cut out and then I' ve got no dough left and it's li ke what am I going to do? <06:52.38> You don' t have to do this, but they just look reall y cute. < 06:54.91> So I li ke to just s tayon top of i t, that way I don't panic when it comes to the end. <07:00.69> I' ve got all my pie c rust rolled out, I' ve got my
little toppers ready here, my other muffi n tin, I al ways want to call it baking sheet, i s sitting and waiting back there. <07:10.38> And now I' m going to fill these babi es up and I use a handy dandy little i ce cream scoop because it's reall yeasyand then li terall y all you do is scoop them in there, see? <07:20.50> And it fills each one perfectl y. <07:25.17> I' ve got both of my muffin tins ready and fill ed, now just a quickheads up, the batter, li ke the fil ling, the pumpkin filli ng makes enough for l i ke four dozen of these little pies, but you
can cut the reci pe for the filli ng in half and then that way you'l l have the perfect amount for what you need. <07:42.38> N ow I li ke to do a double batch, well a full batch of the filling because I l i ke to keep the filling and I take little scraps of my pie crust between the today and I' ll be baking tomorr ow and then I have enough to make another So, that's my spiel, I' m sti cking with it. <07:58.13> I' m going to pop these into my oven at 425F for ten minutes and then I'll show you the next step. <08:03.99> M y littl e mini pies were i n the
oven at 425 for 10 minutes and now I just turned the oven down to 350 and now at this point you're ready to top them with your little toppers. <08:14.66> You don't have to do this, I just li ke it because i t looks reall ycute. <08:18.46> Ther e's no other purpose. <08:19.96> But I do it at this point because other wise they kind of sink i nto the batter and I don't want that. < 08:26.00> So you can see now they just sit beautifull yon top and they're going to devel op beautiful col or and that is what I' m looking for. < 08:32.46> I' m just going to
top each one and then I' ll pop them back into the oven at 350F and they'll be in there for about 20 minutes or so or until theyare completel y done and I'll show you what they look li ke when they're done because theydo need to cool as well . <08:46.64> I' m going to pop these on here and then I'll throw them in the oven. <08:50.02> I won't throw them, I' ll just place them gentl y. <08:53.98> These babies were in the oven for the second ti me at 350F for 25 minutes and then I l et them cool on the counter just to room temperature
for about half an hour and then I popped them in the fridge to cool completel y and theyar e done! <09:05.97> They'r e beautiful and look how easy they just pop right out! <09:09.20> Lookat that! <09:10.44> I mean, if that's not cute, I don't know what is. <09:15.14> That's not cute. <09:15.80> Hashtag, if that's not cute, I don't know what is . <09:22.90> part in my mouth! <09:26.64> But, just, I mean, it's delightful. <09:35.71> It r eall y i s. <09:37.97> It's easy, they're si mpl e, they're delicious, and theyneed to be at one of your
holiday gatherings this year, because who wouldn't want to show up with these? <09:49.48> I know I would. <09:51.02> and I think you will too. <09:52.78> Go to LauraintheKitchen.com to get the full written recipe. <09:56.08> I hope you enjoyed spending time with me and don't forget, if you make these, share a picture, I always love seeing your recreations. <10:01.52> Thank you for watching and I'll see you next time. <10:03.13> Bye!

Video Summarizer

<00:14.24> Laura introduces the episode and explains that she is making mini pumpkin pies just for fun.
<00:33.51> She mentions that serving miniature desserts is great for potlucks, cocktail parties, sleepovers, etc.

<01:10.90> The ingredients needed for the pie crust: all-purpose flour, salt, cold unsalted butter, vegetable shortening,
and cold water.
<02:18.66> She explains that the dough is ready when it can be pinched together and holds its shape.
<03:29.92> Laura talks about using light cream and brown sugar in the filling instead of evaporated milk for a richer taste.

<04:38.64> Preheat the oven to 425F and working with one piece of dough at a time to keep it cold.
<07:20.50> Laura uses an ice cream scoop to fill the muffin tins with the pumpkin filling.

<08:14.66> Add decorative pie crust cutouts on top of the pies before baking.
<09:05.97> Laura mentions that the pies need to cool completely before serving.
<09:26.64> She shows how easily the mini pies pop out of the muffin tins.
<09:49.48> Laura encourages viewers to make these mini pies for their holiday gatherings.
<09:56.08> She directs viewers to her website for the full written recipe.

Prompt Engineering Video Segment 
Selection

Supervision

Text
Summary

Transcript

Pseudo-GT
Summary

Output
Summary

Long Narrated VideoLong Narrated Audio

Figure 1. Scalable Dataset for Video Summarization. Given a long-form video with dense speech-to-video alignment, we first use a
speech-to-text model [2] to transcribe the video. Next, we preprocess the text so that each sentence in the transcript is accompanied by its
corresponding start timestamp. We then prompt an LLM [27, 38] to extract the most critical and informative moments from the video along
with their timestamp. After extracting the textual summary, we map it back to the relevant video segments to compose a pseudo-ground
truth summary. Following this pipeline, we generate a large-scale dataset of video-summary pairs for video summarization pretraining.

pose a summary video. Few other works have explored
query-based summarization [12, 25, 34, 35], where user-
defined natural language queries are used to customize
the summaries. Other works have explored a multi-modal
setup [8, 16, 26, 30] where a text input in the form of video
captions or transcribed speech was incorporated along with
the video input to guide video summarization. Our work
follows a similar formulation and proposes a new video
summarization model that attempts to mitigate the limita-
tions of previous approaches.

3. Scalable Dataset for Video Summarization
Text summarization has undergone significant advance-
ments in recent years, driven by the exceptional capabilities
of large language models (LLMs) [22, 27, 38] in compre-
hending large textual content. In contrast, progress in video
summarization has been notably constrained, primarily due
to the challenge of obtaining a substantial annotated dataset
for the task. Our work aims to bridge this gap by harnessing
the power of LLMs to generate a scalable dataset for visual
summarization pretraining. The overview of our proposed
approach is shown in Fig. 1.

Source Data. Generating a precise pseudo-ground truth
summary from a given video using LLMs as oracle summa-
rizers hinges on the presence of a strong speech-to-visual
alignment within the video. For this reason, we make use
of the HowTo100M dataset [23] which contains more than
1.2M narrated web videos. Given that our work focuses on
summarizing long-form videos, we only select videos that
are 8 minutes or longer in duration. We then use a state-of-

I am providing you with a transcribed narration from a video, complete with
timestamps. Please generate an extractive summary from this text. Here are
your instructions:

1. The summary should consist of only the most critical and informative moments
from the video.

2. Do not paraphrase or reword the sentences. Maintain their original wording.
3. Each sentence you extract for the summary must include its original timestamp.

<Transcript>

Figure 2. Prompt Engineering. We formulate a prompt instruct-
ing an LLM to perform an extractive text summarization task. We
explicitly emphasize not paraphrasing the wording in the extracted
sentences and retaining their timestamps. This ensures seamless
matching of the text summary back to the input video.

the-art speech-to-text model, Whisper [2, 32], to transcribe
the video. To address potential issues with noisy data cura-
tion, we use CLIP embeddings [31] to measure the similar-
ity between the video frames and their corresponding text
in the transcript. We subsequently remove videos where the
narration lacks sufficient alignment with the visual content
in the video.

Prompting LLMs for Extractive Text Summarization.
After obtaining the transcript of a video, we perform text
summarization using highly capable LLMs with a large
context size [27, 38]. We first preprocess the transcript into
a format where each sentence in the text is preceded by its
start timestamp, as depicted in Fig. 1. This step provides
temporal context to the text corpus when feeding it into the
LLM, facilitating efficient prompting. We then instruct the
LLM to generate an extractive summary of the input text by
selecting the most crucial and informative moments from
the video. Additionally, we instruct the LLM to preserve
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the original wording of the selected sentences in the sum-
mary, along with their corresponding timestamps. This en-
sures that the extracted textual summary can be seamlessly
matched with the respective video segments. The prompt
template employed in our work is illustrated in Fig. 2. We
predominantly use GPT-3.5-16K [27] for large-scale dataset
curation. Moreover, we conduct experimental analysis us-
ing GPT-4 [27] and Llama 2-13B [38] as summarizers.

Pseudo-Ground Truth Video Summary. We obtain the
video segment corresponding to each sentence in the text
summary using the start and end timestamp of the sen-
tence in the transcript. To ensure the accurate selection
of video segments that correspond to the text in the sum-
mary, thus mitigating any potential timestamp misalign-
ments from the transcription model, we employ a CLIP
embedding-based nearest neighborhood search for nearby
frames within each summary video segment. Subsequently,
the resulting video segments are temporally aggregated to
construct a pseudo-ground truth (pGT) summary. Follow-
ing the pipeline depicted in Fig. 2, we create LfVS-P, a
large-scale dataset containing 250K videos and their asso-
ciated pseudo-ground truth summaries, for video summa-
rization pretraining. In Table 1, we compare our dataset
with existing video summarization datasets. The proposed
pretraining dataset stands out for its notable scale and di-
versity across a wide range of tasks. The longer average
video duration in our dataset also facilitates robust training
for summarizing videos of varying lengths.

LfVS-T Benchmark. In addition to introducing a large-
scale video summarization pretraining dataset, our work es-
tablishes a new benchmark, named Long-form Video Sum-
marization Testing (LfVS-T), for evaluating models. LfVS-
T consists of 1200 videos, each accompanied by manually
annotated, high-quality ground truth summaries from pro-
fessional human annotators. The dataset is sourced from
publicly available YouTube content, featuring both narrated
and non-narrated videos. The video durations range from
8 to 33 minutes, covering a wide spectrum of 392 dis-
tinct categories. The size and diversity of LfVS-T (see Ta-
ble 1) make it a valuable benchmark for video summariza-
tion models, facilitating further research in the field.

4. Methodology

Problem Formulation. Video summarization can be
purely formulated as a video-to-video problem. However,
our experimental observations have indicated a significant
performance enhancement when language signal is incor-
porated. Therefore, we approach the task as a multi-modal
problem, where we take into account both the video con-
tent and the text corpus obtained from audio transcription
to generate a summary video. Let V denote a video rep-

Table 1. Comparison with different video summarization datasets.

Dataset # of Videos # of Tasks Avg. Dur. (min) Annotation

TVSum [36] 50 10 4.2 Manual
SumMe [7] 25 25 2.4 Manual
TL:DW? [26] 12.1K 185 3.1 Automatic

LfVS-P (Ours) 250K 6.7K 13.3 Automatic
LfVS-T (Ours) 1.2K 392 12.2 Manual

resented as a sequence of frames uniformly sampled ev-
ery t seconds, i.e. V = {X1, X2, . . . , Xn}, where Xn de-
notes a frame at time step tn and T denote the text data
associated with the video represented as a sequence of sen-
tences, i.e. T = {S1, S2, . . . , Sk}, where Sk denotes the
kth sentence. Given {V, T} as input, our model outputs
a summary video v = {Y1, . . . , Ym}, where v ⊂ V and
m ≪ n. We train our network by optimizing the predicted
summary v with respect to the pseudo-ground truth sum-
mary video vpGT. Our approach is designed to be flexible to
effectively summarize videos, whether they include speech
(text) or not, at inference time (refer to Sec. 4.1).

4.1. Video Summarization Network

We design a Transformer-based [39] encoder-decoder net-
work for video summarization. Fig. 3 shows the overview
of the proposed model. Our approach consists of four
key components: long video encoding, long text encoding,
cross-modal attention, and summary video decoding, which
are detailed as follows.

Long Video Encoding. Learning directly from the pixel-
space of long videos in an end-to-end manner is often com-
putationally infeasible. Therefore, we opt for using state-of-
the-art visual encoders for base feature extraction. Given a
long-form video represented as a sequence of frames (sam-
pled every t seconds), we use a pretrained CLIP [31] en-
coder to obtain a visual embedding for each video frame
(see Eq. (1)). This step is equivalent to visual tokeniza-
tion, wherein we transform an input video into a sequence
of feature representations, i.e. {x1, x2, . . . , xn}. As shown
in Fig. 3, we augment the visual tokens with special start-of-
sequence (SOS) and end-of-sequence (EOS) tokens to mark
the beginning and end of the input sequence, respectively.
Next, we feed the resulting sequence into a positional en-
coding layer [39] to embed information regarding the rela-
tive positions of each token in the sequence.

{x1, x2, . . . , xn} = CLIP
(
{X1, X2, . . . , Xn}

)
(1)

After this stage, we pass the resulting sequence to a video
encoder (referred to as V-Encoder in Eq. (2)), which con-
sists of a stack of transformer encoder layers [39]. The pur-
pose of the video encoder is to perform temporal reasoning
over the input video sequence. In this process, each video
moment within the sequence, represented by a visual token,
interacts with and attends to every other video moment via a
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CLIP

Long Video

Hi guys, I'm Laura Vitale and on this episode of Laura in the Kitchen, I'm doing it again! I'm making something miniature and I'm making my mini pumpkin pies and normally I give you a spiel of why I'm going to
make a pumpkin pie into a miniature version or anything into a miniature version. No excuse, folks! Just felt like doing it. They're so cute and it's really fun to serve something miniature if you're having like a
potluck or if you're having a cocktail party around the holidays. you're fancy, if you're having a sleepover with your friends, if you want to make miniature things and you know it's pumpkin pie, miniature form,
who can argue with that? Now we're going to start off with the ingredients you'll need for the actual pie crust because we're going to make my homemade pie crust and it's really easy, you'll need just a handful
of ingredients such as all purpose flour, salt, I've got a mixture here of cold unsalted butter and some vegetable shortening, they've got to be really nice and cold, and some cold water. That's it! I mean it really is
easy. And because I'm making a double batch, technically it's like two 9 inch pie crusts, I'm going to make it in my standing mixer because my food processor is just too small. So now I'm going to take my flour
and salt, throw them right into my standing mixer, into the bowl of my standing mixer Ishould say, and I have mine fitted with a paddle attachment, and look at this! Look at this! There's no flour on the counter!
I'm going to add my cold fats, it's really important that they're cold, otherwise you're not going to get a very flaky pie crust. Pop them in there, and now I'm just going to mix this together until my fats and my butter
and my shortening are mixed throughout the flour really nicely and they break down just a little bit more. Now at this point I'm going to start drizzling in some really cold water, you'll need a mix between I would
say 5 to 8 tablespoons of water, you might need a little bit more, you might need a little bit less, that's why I do a little bit at a time and then I stop when I can pinch my dough together and it kind of holds, that's
when you know you're done. Okay, my dough looks awesome, I can still see the bits and pieces of butter and shortening running through which is going to mean that we're going to get a really flaky pie crust.
I've got a couple pieces of plastic wrap laid out in front of me, I'm going to take my dough, I'm going to divide this in half. because I'm going to form two discs and pop this into the fridge because I want my
dough, they don't have to be perfectly equal by the way because we're not doing a top and a bottom, it's just that it makes it easier if there are two separate pieces rather than one big piece. This needs a
chance to rest in the fridge for a bit, a good 45 minutes, so I'm just forming these into discs, you can see they're sticky but they're not so wet that it's kind of like running all over your hands. So I'm just forming
them into a disc and then I'm going to pop these into the fridge for about 45 minutes and then we will make our filling and then we'll pretty much be ready to pop them in the oven. That's it! For the filling, you're
going to need some pumpkin puree, some light cream or half and half, I've got some granulated sugar and pumpkin pie spice, some brown sugar and a couple of eggs. Now, traditionally you don't use brown
sugar and you use evaporated milk to make pumpkin pie, but last year a friend of mine gave me a tip to use light cream or half and half and a little bit of brown sugar and it just makes it a little richer and it's I
mean why not? It's the season to get things a little richer, you know, so might as well go for it. I'm going for it, it's that simple, I'm going for it. It's really easy, you basically just dump everything into this, I'm using a
measuring cup, a really big measuring cup, but you can use a bowl of course. I've got my pure pumpkin puree, my light cream or you could use half and half, my pumpkin pie spice and granulated sugar. How
easy is this? brown sugar, and my eggs. And now all I'm going to do with my whisk is mix everything together until combined. I've got one of my pieces of dough here, my filling is done, I also have one of my
muffin tins just sprayed with some non-stick spray, I'm most likely going to use two so I have another one waiting for me back there, and now I'm ready to start getting things rolling. But first, get your oven
preheated to 425F, I've already done that, and I like to work with one piece at a time and keep the other piece in the fridge until I need it, that way the butter and the shortening stays nice and cold. Okay, this is
what I'm going to do, I'm going to flour my surface, of course. Got to do that, super important. And I'm going to roll this out to like a quarter inch thick circle, it'll be about I would say ten inches or so. Here's a tip
though, warm up the dough a little bit with your hands or take it out of the fridge about ten minutes before you're ready to use it because sometimes when your pie crust dough is really really cold, it tends to
break up a little bit and if that happens, regroup it and then re-roll it, it's not that big of a deal. So I just like to warm it up with my hands. Make sure my surface is floured. And now I'm just going to roll this out with
my rolling pin until it's about a quarter inch thick. And then I just take a biscuit cutter that's four inches round, you can use any kind of cutter, it doesn't have to be a biscuit cutter. And then I just cut out my little
circles, and you can see I'm leaving a little bit of space in between and I'll show you why in just a second, but I'm just going to get these cut out. How many do I have? One, two, three, four. Okay. And then of
course I'm going to regroup everything up before and then re-roll and do it all over again. And then you just take your little muffin tin that you have prepared and then you just push it in there like so. Now before
I regroup my scraps here, I've got some little cookie cutters here, whatever you want to call them, and they're different shapes, like one's an acorn, one's a leaf, like a little apple, pumpkin, and all I'm going to do
is cut out these little shapes and set them aside until I, I'm actually going to flower this little area right here, until I need them. So I like to cut out as many as I've got, I've got already seven here, so I'm going to cut
seven little whatever these are, that way I don't forget that I need to, because it can come to a point where I've got all my little circles cut out and then I've got no dough left and it's like what am I going to do? You
don't have to do this, but they just look really cute. So I like to just stay on top of it, that way I don't panic when it comes to the end. I've got all my pie crust rolled out, I've got my little toppers ready here, my other
muffin tin, I always want to call it baking sheet, is sitting and waiting back there. And now I'm going to fill these babies up and I use a handy dandy little ice cream scoop because it's really easy and then literally
all you do is scoop them in there, see? And it fills each one perfectly. I've got both of my muffin tins ready and filled, now just a quick heads up, the batter, like the filling, the pumpkin filling makes enough for like
four dozen of these little pies, but you can cut the recipe for the filling in half and then that way you'll have the perfect amount for what you need. Now I like to do a double batch, well a full batch of the filling
because I like to keep the filling and I take little scraps of my pie crust between the today and I'll be baking tomorrow and then I have enough to make another So, that's my spiel, I'm sticking with it. I'm going to
pop these into my oven at 425F for ten minutes and then I'll show you the next step. My little mini pies were in the oven at 425 for 10 minutes and now I just turned the oven down to 350 and now at this point
you're ready to top them with your little toppers. You don't have to do this, I just like it because it looks really cute. There's no other purpose. But I do it at this point because otherwise they kind of sink into the
batter and I don't want that. So you can see now they just sit beautifully on top and they're going to develop beautiful color and that is what I'm looking for. I'm just going to top each one and then I'll pop them
back into the oven at 350F and they'll be in there for about 20 minutes or so or until they are completely done and I'll show you what they look like when they're done because they do need to cool as well. I'm
going to pop these on here and then I'll throw them in the oven. I won't throw them, I'll just place them gently. These babies were in the oven for the second time at 350F for 25 minutes and then I let them cool
on the counter just to room temperature for about half an hour and then I popped them in the fridge to cool completely and they are done! They're beautiful and look how easy they just pop right out! Look at that!
I mean, if that's not cute, I don't know what is. That's not cute. Hashtag, if that's not cute, I don't know what is. part in my mouth! But, just, I mean, it's delightful. It really is. It's easy, they're simple, they're delicious,
and they need to be at one of your holiday gatherings this year, because who wouldn't want to show up with these? I know I would. and I think you will too. Go to LauraintheKitchen.com to get the full written
recipe. I hope you enjoyed spending time with me and don't forget, if you make these, share a picture, I always love seeing your recreations. Thank you for watching and I'll see you next time. Bye!
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Figure 3. Video Summarization Network. We use a pretrained CLIP [31] model to represent an input video as a sequence of visual
tokens. Similarly, we use a pretrained sentence encoder [18] to encode the long text corpus. In the absence of associated text, we utilize
a special MASK token as the text input. We then use a stack of transformer encoders to contextualize the visual and textual features. Next,
we incorporate multi-modal cues from the contextualized features via cross-modal attention. Finally, a summary decoder takes the multi-
modal features as input and autoregressively decodes the visual representation of the segments that will compose a video summary.

self-attention mechanism. Consequently, the video encoder
outputs a sequence of contextualized visual representations,
i.e. {x̂0, x̂1, x̂2, . . . , x̂n+1}.{

x̂i

}n+1

i=0
= V-Encoder

(
{SOS, x1, . . . , xn,EOS}

)
(2)

Long Text Encoding. Given a transcribed text associated
with an input video, we use a pretrained language model to
obtain an encoded representation of the raw text. Consid-
ering the text corpus in long videos, where the number of
tokens often exceeds the context size of most token-based
large language models [4, 18], we employ a state-of-the-art
sentence-based language model, SRoBERTa [33], for con-
venience (Eq. (3)).

{s1, s2, . . . , sk} = SRoBERTa
(
{S1, S2, . . . , Sk}

)
(3)

where {s1, s2, . . . , sk} denote a sequence of extracted sen-
tence embeddings. To further facilitate text-based contex-
tual learning for video summarization, we pass the extracted
sentence embeddings through a text encoder (denoted as
T-Encoder in Eq. (4)), which comprises a stack of trans-
former encoder layers [39].

{ŝ1, ŝ2, . . . , ŝk} = T-Encoder
(
{s1, s2, . . . , sk}

)
(4)

where {ŝ1, ŝ2, . . . , ŝk} represent the encoded textual repre-
sentations derived from the text encoder. We aim to design a
video summarization framework capable of handling videos
with or without corresponding text. To achieve this, we train
our model by randomly masking the input text with a spe-
cial MASK token, using a masking ratio ranging from 0 to
100 percent. This approach allows the network to learn to
rely solely on video input when text input is unavailable. At
inference, if the input video does not have a corresponding
text, we simply use the MASK token as a text input.

Cross-Modal Attention. To capture inter-modal relation-
ships between video and text inputs, thereby incorporat-
ing multi-modal cues for video summarization, we use a
cross-modal attention module. Specifically, we adopt the
multi-head attention mechanism proposed in [39] with mi-
nor modifications, where we use the encoded visual features
as query (Q) vector and the encoded text features as key (K)
and value (V) vectors. Let x̂ and ŝ denote the outputs of the
video encoder (Eq. (2)) and text encoder (Eq. (4)), respec-
tively. The attention mechanism within each head is then
defined as follows:

head = Att.(x̂WQ, ŝWK , ŝWV ) (5)

Att.(Q,K, V ) = softmax(
QKT

√
dk

)V (6)

where WQ, WK , and WV denote learned parameter ma-
trices and dk is the size of K. The cross-modal atten-
tion module (denoted as CM-Att in Eq. (7)) produces
text-conditioned visual features. These features are subse-
quently utilized as context in a decoder network to generate
the video summary.{

x̂ŝ
i

}n+1

i=0
= CM-Att

({
x̂i

}n+1

i=0
,
{
ŝj
}k

j=1

)
(7)

Summary Video Decoding. The summary decoder takes
the multi-modal features from the cross-modal attention
module as input and generates the visual embeddings of the
segments that will compose a video summary in an autore-
gressive fashion. It comprises a series of transformer de-
coder layers [39]. Similar to next-word prediction in NLP,
we implement a next-summary moment prediction scheme
in our model. During the training phase, to decode the fea-
ture representation of a summary moment at time step t
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(i.e. ŷt), the summary decoder takes the output of the cross-
modal attention module as context and the target pGT sum-
mary video sequence up to time step t−1 as input as shown
in Eq. (9). This design choice accounts for previously se-
lected moments in the summary when choosing the next
summary moment from the video. In testing, the summary
decoder initiates with the context from the cross-modal at-
tention and the SOS token. It proceeds to generate the fea-
ture representation of the summary video sequence in an
autoregressive manner, using the previously generated se-
quence as input, until the EOS token is decoded.

{y1, y2, . . . , ym} = CLIP
(
{Y1, Y2, . . . , Ym}

)
(8)

ŷt = S-Decoder
({

x̂ŝ
i

}n+1

i=0
, {SOS, y1, . . . , yt−1}

)
(9)

Training and Inference. We train our network by op-
timizing the feature reconstruction loss between the pre-
dicted video summary (ŷ1, ŷ2, . . . , ŷm) and the pseudo-
ground truth summary (y1, y2, . . . , ym) as follows,

L =

m+1∑
i=1

∣∣ŷi − yi
∣∣2 (10)

where ym+1 denotes the EOS token. In inference, we utilize
nearest neighbor retrieval to match the decoded summary
video representations with the CLIP embeddings of the in-
put video sequence. This process selects relevant video mo-
ments, which are then temporally aggregated to form the
video summary.

5. Experiment
Implementation Details. We sample videos at a rate of
1 frame per second (1 fps) to represent input videos and
pseudo-ground truth summaries as a sequence of frames.
We use CLIP-ViT-L/14 [31] for visual tokenization and
SRoBERTa-NLI-large [33] for sentence embedding extrac-
tion. Our architecture consists of a video encoder with 6
transformer encoder layers [39], a text encoder with 3 trans-
former encoder layers, a single cross-modal attention layer,
and a summary video decoder with 6 transformer decoder
layers [39]. Each encoder and decoder layer has a hidden
dimension of 1024, 8 attention heads, and a feed-forward
dimension of 2048. We train our model using the AdamW
optimizer [19] with a cosine learning rate annealing strat-
egy [37], starting from an initial learning rate of 3e − 4.
The training utilizes a mini-batch size of 64 and runs for
100 epochs on 4 NVIDIA A6000 GPUs.

Evaluation Datasets and Metrics. We evaluate our ap-
proach, along with state-of-the-art video summarization
models [8, 10, 25, 26], on established benchmarks such as
TVSum [36] and SumMe [7], in addition to the newly intro-
duced LfVS-T benchmark. To measure video summariza-
tion performance, we follow established practices [8, 10,

Table 2. Experimental comparison with SoTA approaches. We
train each model on the LfVS-P dataset and evaluate their perfor-
mance using the proposed LfVS-T benchmark.

Method F1 Score τ [13] Metric ρ [50] Metric

CLIP-It [25] 62.87 0.129 0.225
TL:DW? [26] 66.25 0.138 0.233
iPTNet [10] 65.80 0.140 0.237
A2Summ [8] 66.04 0.143 0.246
Ours 68.11 0.158 0.277

26] and utilize three different metrics: F1-score, Kendall’s
τ [13], and Spearman’s ρ [50] metrics.

5.1. Experimental Results

We evaluate our approach against several state-of-the-
art video summarization models, including CLIP-It [25],
TL:DW? [26], iPTNet [10], A2Summ [8]. For a fair com-
parison, we evaluate all methods using the same experi-
mental settings, adhering to their official implementations 1.
To adapt previous models [8, 10, 25, 26] formulated for
predicting the importance score of each frame (segment)
in a video sequence to our experiment setup, we gener-
ate ground truth importance scores as follows: we com-
pute the cosine similarity between the CLIP embedding of
each video frame Xi (i.e. xi) in the input sequence and the
CLIP embedding of every frame in the summary sequence
(i.e. {y1, y2, . . . , ym}), and assign the maximum value as
the importance score zi for Xi as shown in Eq. (11).

{zi}ni=1 = max
j

si,j , where si,j =
xi · yj

∥xi∥∥yj∥
, (11)

A high value of zi indicates that a video frame Xi is con-
sidered important and included in the summary, while a low
value suggests that the video moment is dissimilar to any
frames in the summary, implying low importance.

Comparison with State-of-the-Art. We train our ap-
proach and existing video summarization methods on the
LfVS-P dataset and evaluate their performances on the pro-
posed LfVS-T benchmark. The results are summarized
in Table 2. As evident from the table, video summariza-
tion approaches that integrate text information, such as
TL:DW? [26], A2Summ [8], and ours, generally outper-
form video-only methods like iPTNet [10]. This is intuitive,
as the addition of text information provides extra context,
confirming the benefit of framing video summarization as a
multi-modal problem.

As shown in Table 2, our approach achieves a no-
tably better performance compared to state-of-the-art mod-
els across all metrics. For instance, on the F1-score met-
ric, our model outperforms TL:DW? and A2Summ by 2.8%

1We reimplement CLIP-It [25] and iPTNet [10] as their official code is
not publicly available.
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Table 3. Results on SumMe and TVSum datasets. We compare
our work and previous methods using the canonical train/test split
of SumMe and TVSum datasets. We also conduct cross-dataset
generalization experiments by training our model on the LfVS-P
dataset and evaluating it on the two datasets.

SumMe [7] TVSum [36]

Method F1 Score τ [13] ρ [50] F1 Score τ [13] ρ [50]

Human [28] 54.00 0.205 0.213 78.00 0.177 0.204

CLIP-It [25] 54.47 0.109 0.120 66.49 0.116 0.159
TL:DW? [26] 56.46 0.111 0.128 65.84 0.143 0.167
iPTNet [10] 56.61 0.114 0.131 66.16 0.148 0.174
A2Summ [8] 57.09 0.121 0.143 66.10 0.150 0.178
Ours 56.94 0.130 0.152 66.04 0.155 0.186

Cross-dataset
Ours (zero-shot) 56.72 0.125 0.148 65.76 0.151 0.182
Ours (fine-tuned) 60.42 0.147 0.171 72.38 0.169 0.203

and 3.1%, respectively. While previous works predict dis-
crete importance scores for each frame in the input video se-
quence, our model is designed to decode continuous feature
representations of the summary moments. This approach
offers benefits in mitigating the inherent class imbalance in
video summarization tasks as it allows flexibility in deter-
mining how to represent and generate the summary rather
than being confined to discrete classes (refer to Sec. 5.3).
More importantly, unlike existing approaches that predict
importance scores for all input frames in parallel, our au-
toregressive model enables conditional generation. Each
summary moment is generated based on both the input con-
text and previously generated summary moments, a crucial
aspect in video summarization where context is essential
for generating subsequent summary moments, contributing
to the superior results observed in Table 2. Please refer to
the supplementary for further qualitative analysis.

Results on SumMe and TVSum Datasets. In Table 3,
we evaluate our approach and state-of-the-art methods on
SumMe [7] and TVSum [36] benchmarks. Following previ-
ous works [8, 10, 25], we evaluate all methods under canon-
ical train-test splits, conducting experiments five times and
reporting the averaged results. As shown in Table 3, our
approach demonstrates highly competitive, if not superior,
performance on both SumMe and TV-Sum datasets. In par-
ticular, our approach notably outperforms previous works
on Kendall’s τ [13], and Spearman’s ρ [50] metrics, which
gauge the correlation between predicted and ground truth
video summary sequences. These results highlight the ben-
efits of the proposed decoding approach which enables our
model to capture sequential dependencies between sum-
mary moments when generating a video summary.

We also conduct cross-dataset generalization experi-
ments, where we train our model on the LfVS-P dataset and
evaluate it on SumMe [7] and TV-Sum [36] test sets in both
zero-shot and fine-tuned settings. As can be seen from Ta-
ble 3, our model, pretrained on pseudo-ground truth sum-

Table 4. Ablation studies on LfVS-T benchmark.

Method F1 Score τ [13] Metric ρ [50] Metric

Video (w/o Text Input) 66.59 0.152 0.268
w/o Text & Video Encoder 62.77 0.133 0.231
w/o Video Encoder 63.54 0.141 0.240
w/o Text Encoder 67.49 0.154 0.272
w/o Cross-Attention 67.72 0.155 0.274
Full Model 68.11 0.158 0.277

maries, achieves a competitive zero-shot performance on
both datasets despite the domain gap. Fine-tuning our pre-
trained model on the training splits of SumMe and TV-Sum
leads to a substantial improvement, establishing a new state-
of-the-art in video summarization on both datasets. For in-
stance, on the F1-score metric, our fine-tuned model sur-
passes the performance of the model trained from scratch
by 6.1% and 9.1% on the SumMe and TVSum datasets, re-
spectively. This underscores the benefits of our proposed
dataset curation framework, which is designed to achieve
robust video summarization through large-scale pretraining.

5.2. Ablation Studies

In Table 4, we conduct ablation experiments on various
network components in our video summarization network.
Each model variant is trained on the LfVS-P dataset, and its
performance is evaluated on the LfVS-T benchmark.

Text Input. To investigate the significance of incorporat-
ing text for video summarization training, we input the con-
textualized output from the video encoder directly into the
summary decoder, omitting the use of a text encoder and
cross-modal attention (refer to Fig. 3). This method frames
video summarization as a video-to-video problem, focusing
solely on visual information. The results are summarized
in Table 4. As evident from the table, our video (without
text input) baseline performs reasonably well. However,
incorporating text input during pretraining to guide video
summary generation results in notable improvements. For
instance, on the F1 score metric, the baseline trained with
text input outperforms the text-less baseline by 2.3%. The
results highlight the benefit of approaching video summa-
rization training as a multi-modal problem, rather than ad-
hering to a pure video-to-video formulation.

Video Encoder. Here, we explore the importance of the
video encoder in our framework by directly inputting the se-
quence visual tokens extracted from a pretrained CLIP [31]
model into the cross-modal attention module. As can be
inferred from Table 4, a baseline without a video encoder
significantly underperforms compared to the full model. A
similar pattern is observed with a baseline lacking both text
and video encoders. This is mainly because the input vi-
sual tokens are extracted independently, and feeding them
directly to the summary decoder without learning their con-
textual dependencies via the video encoder provides a much
less meaningful context to the summary decoder. Conse-
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quently, this leads to a subpar video summarization perfor-
mance, as shown in Table 4.

Text Encoder. To evaluate the effectiveness of text-
based contextual learning for video summarization through
the text encoder, we train our network by directly in-
putting the sentence embeddings extracted from a pre-
trained SRoBERTa [33] model into the cross-modal atten-
tion network. While the baseline performs reasonably well,
as shown in Table 4, it is evident that a network trained with
a text encoder achieves superior performance. This result
aligns with our intuition that the text encoder enables the
network to learn additional context from the text input for
video summarization.

Cross-Modal Attention. Here, we analyze the benefit of
incorporating text and video cues via a cross-modal atten-
tion module for decoding video summaries. To achieve
this, we concatenate the output of the video and text en-
coders and input it into the summary decoder. It can be
inferred from Table 4 that concatenating contextualized text
and video features yields competitive performance. This is
expected as the decoder attends the different positions in the
context sequence when generating each summary moment.
However, explicitly performing cross-attention between the
video and text features before feeding them to the decoder
improves performance.

5.3. Experimental Analyses

Problem Formulation. Our approach frames video sum-
marization as an autoregressive problem, sequentially de-
coding continuous representations for the summary video.
We explore the benefits of this formulation by contrasting
it with a classification-based baseline. In the baseline, we
substitute the summary decoder in Fig. 3 with a classifica-
tion layer that categorizes each moment in the input video
sequence as a summary or not. This involves feeding the
output of the cross-modal attention module into a linear
layer and training the network using a cross-entropy loss.
The corresponding results are presented in Table 5. The
classification-based baseline, as seen in the table, signifi-
cantly underperforms compared to its autoregressive coun-
terpart. Similar to the frame importance score prediction
baselines discussed in Sec. 5.1, the classification model pre-
dicts summary and non-summary moments concurrently,
neglecting the sequential dependencies of summary mo-
ments. This accounts for its lower performance compared
to the autoregressive model in Table 5.

Dataset Scale. We investigate the impact of scaling video
summarization pretraining by training our network with
different amounts of video-pseudo-ground truth summary
pairs. Our experiments include using 25K and 125K train-
ing samples, accounting for 10% and 50%, respectively,
of LfVS-P. As evident from Table 5, model performance

Table 5. Experimental analyses on LfVS-T benchmark.

Method F1 Score τ [13] Metric ρ [50] Metric

Problem formulation
Classification 63.31 0.132 0.229
Autoregressive 68.11 0.158 0.277

Dataset Scale
10% 53.44 0.101 0.169
50% 64.58 0.145 0.248
100% 68.11 0.158 0.277

LLM (50K samples)
Llama-2-13B 44.89 0.088 0.137
GPT-3.5-16K 53.44 0.101 0.169
GPT-4 55.96 0.123 0.181

expectedly increases proportionally to the size of the pre-
training data. The automatic dataset curation pipeline can
introduce noise, affecting the robustness of a model when
trained on a small-scale dataset. On the other hand, training
on a large-scale dataset provides exposure to diverse sam-
ples, contributing to a more robust model, as reflected in the
results in Table 5.

LLM (50K Samples). The prompt-tuned extractive text
summarization using LLMs, illustrated in Fig. 1 and Fig. 2,
is a crucial step in our pseudo-ground truth video summary
curation process. Here, we examine how employing differ-
ent LLMs as oracle summarizers for generating pretraining
data influences video summarization performance. We uti-
lize three state-of-the-art LLMs, Llama 2-13B [38], GPT-
3.5-16K [27], and GPT-4 [27], to generate 50K training
samples (with the same set of input videos for each case)
and subsequently train our model. The results are shown
in Table 5. As can be inferred from the table, a model
trained on a dataset obtained using GPT-4 as a summarizer
achieves the best performance. This is expected, as GPT-
4 has demonstrated superior capabilities in comprehend-
ing and summarizing long text corpora [3], resulting in the
generation of high-quality pseudo-ground truth summaries.
In contrast, a model trained on a dataset generated using
Llama-2-13B [38] exhibits subpar performance. Our exper-
imental observations indicate that the Llama-2-13B model
struggles to precisely follow prompt instructions, leading to
the generation of low-quality summaries.

6. Conclusion
This work introduces an automatic, scalable mechanism
using long-form videos and LLMs to create the LfVS-P
dataset for large-scale video summarization pretraining.
We also propose an autoregressive video summarization
model that effectively addresses previous limitations. Ad-
ditionally, we present the LfVS-T benchmark, comprising
1,200 long videos with human-annotated high-quality sum-
maries. Our extensive comparisons with previous methods
demonstrate that our work establishes a new state-of-the-
art in video summarization across several benchmarks.
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data-efficient image transformers & distillation through at-
tention. In International conference on machine learning,
pages 10347–10357. PMLR, 2021. 6

[38] Hugo Touvron, Louis Martin, Kevin Stone, Peter Albert,
Amjad Almahairi, Yasmine Babaei, Nikolay Bashlykov,
Soumya Batra, Prajjwal Bhargava, Shruti Bhosale, et al.
Llama 2: Open foundation and fine-tuned chat models. arXiv
preprint arXiv:2307.09288, 2023. 1, 2, 3, 4, 8

[39] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszko-
reit, Llion Jones, Aidan N Gomez, Łukasz Kaiser, and Illia
Polosukhin. Attention is all you need. Advances in neural
information processing systems, 30, 2017. 2, 4, 5, 6

[40] Yiming Wang, Zhuosheng Zhang, and Rui Wang. Element-
aware summarization with large language models: Expert-
aligned evaluation and chain-of-thought method. arXiv
preprint arXiv:2305.13412, 2023. 2

[41] Jingqing Zhang, Yao Zhao, Mohammad Saleh, and Peter Liu.
Pegasus: Pre-training with extracted gap-sentences for ab-
stractive summarization. In International Conference on Ma-
chine Learning, pages 11328–11339. PMLR, 2020. 2

[42] Ke Zhang, Wei-Lun Chao, Fei Sha, and Kristen Grauman.
Video summarization with long short-term memory. In Com-
puter Vision–ECCV 2016: 14th European Conference, Am-
sterdam, The Netherlands, October 11–14, 2016, Proceed-
ings, Part VII 14, pages 766–782. Springer, 2016. 2

[43] Ke Zhang, Kristen Grauman, and Fei Sha. Retrospective en-
coders for video summarization. In Proceedings of the Eu-
ropean conference on computer vision (ECCV), pages 383–
399, 2018. 2

[44] Tianyi Zhang, Faisal Ladhak, Esin Durmus, Percy Liang,
Kathleen McKeown, and Tatsunori B Hashimoto. Bench-
marking large language models for news summarization.
arXiv preprint arXiv:2301.13848, 2023. 2

[45] Bin Zhao and Eric P Xing. Quasi real-time summarization
for consumer videos. In Proceedings of the IEEE conference
on computer vision and pattern recognition, pages 2513–
2520, 2014. 1, 2

[46] Bin Zhao, Xuelong Li, and Xiaoqiang Lu. Hsa-rnn: Hier-
archical structure-adaptive rnn for video summarization. In
Proceedings of the IEEE conference on computer vision and
pattern recognition, pages 7405–7414, 2018. 2

[47] Bin Zhao, Haopeng Li, Xiaoqiang Lu, and Xuelong Li. Re-
constructive sequence-graph network for video summariza-
tion. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 44(5):2793–2801, 2021. 1, 2

[48] Li Zhong and Zilong Wang. A study on robustness and
reliability of large language model code generation. arXiv
preprint arXiv:2308.10335, 2023. 2

[49] Wencheng Zhu, Jiwen Lu, Jiahao Li, and Jie Zhou. Dsnet: A
flexible detect-to-summarize network for video summariza-
tion. IEEE Transactions on Image Processing, 30:948–962,
2020. 1, 2

[50] Daniel Zwillinger and Stephen Kokoska. CRC standard
probability and statistics tables and formulae. Crc Press,
1999. 6, 7, 8

8341


	. Introduction
	. Related Works
	. Scalable Dataset for Video Summarization
	. Methodology
	. Video Summarization Network

	. Experiment
	. Experimental Results
	. Ablation Studies
	. Experimental Analyses

	. Conclusion

