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Figure 1. Text-to-4D Synthesis. We present 4D-fy, a technique that synthesizes 4D (i.e., dynamic 3D) scenes from a text prompt. We show
scenes generated from two text prompts for different viewpoints (vertical dimension) at different time steps (horizontal dimension). Video
results can be viewed on our website: https://sherwinbahmani.github.io/4dfy.

Abstract

Recent breakthroughs in text-to-4D generation rely on
pre-trained text-to-image and text-to-video models to gener-
ate dynamic 3D scenes. However, current text-to-4D meth-
ods face a three-way tradeoff between the quality of scene
appearance, 3D structure, and motion. For example, text-
to-image models and their 3D-aware variants are trained
on internet-scale image datasets and can be used to pro-
duce scenes with realistic appearance and 3D structure—but
no motion. Text-to-video models are trained on relatively
smaller video datasets and can produce scenes with motion,
but poorer appearance and 3D structure. While these mod-
els have complementary strengths, they also have opposing
weaknesses, making it difficult to combine them in a way
that alleviates this three-way tradeoff. Here, we introduce
hybrid score distillation sampling, an alternating optimiza-
tion procedure that blends supervision signals from multiple
pre-trained diffusion models and incorporates benefits of
each for high-fidelity text-to-4D generation. Using hybrid
SDS, we demonstrate synthesis of 4D scenes with compelling
appearance, 3D structure, and motion.

1. Introduction

The advent of internet-scale image—text datasets [54] and
advances in diffusion models [20, 58, 60] have led to new
capabilities in stable, high-fidelity image generation from
text prompts [6, 51, 52]. Recent methods have also shown
that large-scale text-to-image or text-to-video [56] diffusion
models learn useful priors for 3D [25, 44] and 4D scene
generation [57]. Our work focuses on text-to-4D scene gen-
eration (Fig. 1), which promises exciting new capabilities
for applications in augmented and virtual reality, computer
animation, and industrial design.

Current techniques for generating 3D or 4D scenes from
text prompts typically iteratively optimize a representation
of the scene using supervisory signals from a diffusion
model [44, 67, 71]. Specifically, these methods render an
image of a 3D scene, add noise to the rendered image, use a
pre-trained diffusion model to denoise the rendered image,
and estimate gradients used to update the 3D representa-
tion [44, 67]. This procedure, known as score distillation
sampling (SDS) [44], underpins most recent methods for
text-conditioned scene generation.

Using SDS for text-to-4D generation requires navigating
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Table 1. Text-to-4D models face a tradeoff between the quality
of appearance, 3D structure, and motion depending on the type
of generative model used for score distillation sampling (SDS):
text-to-image (T2I), 3D-aware T2I, or, text-to-video (T2V).

SDS model appearance 3D structure  motion
T21[6,51,52,79] high low N/A
3D-aware T2I [29, 55] medium high N/A
T2V [7, 21, 56, 69, 72] low low high
Our method medium high medium

a three-way tradeoff between the quality of appearance, 3D
structure, and motion (see Table 1); existing techniques ob-
tain satisfactory results in just one or two of these categories.
For example, while SDS produces images that appear real-
istic when rendering a generated scene from any particular
viewpoint, inspecting multiple viewpoints can reveal that the
scene has several faces or heads, replicated appendages, or
other incorrectly repeated 3D structures—an issue now re-
ferred to as the “Janus problem” [55].! One way to improve
3D structure is to use SDS with a 3D-aware diffusion model
that is trained to generate images from different camera
viewpoints [33]. But 3D-aware models sacrifice appearance
quality as they require fine-tuning on synthetic datasets of
posed images [55]. Incorporating motion into a scene using
SDS with a text-to-video model [69] typically degrades the
appearance relative to static scenes generated with text-to-
image models, which are more realistic (see Fig. 2). While
different types of diffusion models thus have complemen-
tary qualities, they also have opposing weaknesses (Table 1).
Therefore, it is not trivial to combine them in a way that
yields text-to-4D generation with high-quality appearance,
3D structure, and motion.

Here, we propose a method for text-to-4D scene genera-
tion that alleviates this three-way tradeoff using hybrid SDS,
an alternating optimization scheme that blends gradient up-
dates from multiple pre-trained diffusion models and syn-
thesizes 4D scenes using the best qualities of each. The
method consists of three stages of optimization: (1) we use
a 3D-aware text-to-image model [55] to generate an initial
static 3D scene (without the Janus problem); (2) we continue
the optimization by blending in alternating supervision with
variational SDS [71] and a text-to-image model to improve
appearance; (3) we blend in alternating supervision using
video SDS with a text-to-video model [69] to add motion to
the scene. By smoothly incorporating supervisory signals
from these three diffusion models throughout the training
process, we achieve text-driven 4D scene generation with
state-of-the-art quality in terms of appearance, 3D structure,
and motion. Overall we provide the following contributions.
* We introduce hybrid SDS, a technique that extracts desir-

IReferring to the two-faced Roman god of beginnings and endings.
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Figure 2. Comparing text-to-image and text-to-video models.
Rendered frames from Stable Diffusion version 2.1 (top; text-to-
image) [1] and Zeroscope version 2 (bottom; text-to-video) [3]
show significant disparity in appearance, with the text-to-image
model appearing far more realistic.

able qualities from multiple pre-trained diffusion models
and alleviates a tradeoff between appearance, 3D structure,
and motion in text-to-4D scene generation.

* We provide a quantitative and qualitative evaluation of the
method, and we explore the three-way tradeoff space with
ablation studies to facilitate future research.

* We demonstrate text-to-4D generation based on open-
source pretrained models and will make all codes and
evaluation procedures publicly available.

* We present state-of-the-art results for the task of text-to-4D
generation.

2. Related Work

Our method is related to techniques from multiple areas of
generative modeling, including text-to-image, text-to-video,
and text-to-3D models. For more extensive discussions of
related works, we refer readers to a recent state-of-the-art
report on diffusion models [43].

Text-to-image generation. Methods for generating im-
ages from text prompts are a relatively new innovation, first
demonstrated using generative adversarial networks [49, 73,
80]. The problem itself is also related to other methods for
text-based image retrieval [34] or image-conditioned text
generation [61, 77]. More recently, models trained on text—
image datasets with billions of samples [54] have become
the state of the art for this task [51].

Diffusion models [20, 59] are a popular architecture for
generative modeling on large-scale datasets, and autoregres-
sive models have also shown promising results [47, 78].
Typically, these methods exploit a pretrained text encoder,
such as CLIP [46], to encode the text prompt into a feature

7997



vector used to condition the diffusion model [40, 48]. In
diffusion models, high-resolution (i.e., megapixel) image
generation is achieved by applying repeated upsampling lay-
ers [22, 48] or performing diffusion in the lower-resolution
latent space of an autoencoder and then decoding the result
to recover an image at the nominal resolution [16, 51]. Our
work incorporates two open-source text-to-image diffusion
models: Stable Diffusion [51] and MVDream [55] (a recent
3D-aware diffusion model) to enable 4D scene generation.

Text-to-video generation. Our work relies on the burgeon-
ing field of video generation via diffusion models, an area
that is somewhat constrained by the limited scale of video
datasets. To counteract this, methods often utilize a hy-
brid training approach on both image and video datasets,
such as WebVid-10M [5], HD-VG-130M [69], or HD-VILA-
100M [74]. Recent approaches in this field typically em-
ploy variations of pixel-space upsampling (both in space
and time) [21] or latent space upsampling to improve spatial
and temporal resolution [17, 18, 70, 83]. Autoregressive
models distinguish themselves by their ability to generate
videos of varying lengths [65]. Further improvements in
video synthesis have been achieved by finetuning pre-trained
text-to-image diffusion models on video data [7, 56, 72],
or separating the content and motion generation process by
using an initial image frame as a starting point [17, 72]. De-
spite recent advances in text-to-video synthesis, the fidelity
of generated videos still lags behind that of static image gen-
eration (see Fig. 2) and so they perform poorly when used
directly with SDS for text-to-4D generation. Instead, our
work leverages an open-source latent space text-to-video dif-
fusion model called Zeroscope [3] (extended from the Mod-
elscope architecture [68]) together with other pre-trained,
open-source diffusion models using hybrid SDS.

Text-to-3D generation. Early methods for text-to-3D gen-
eration relied on parsers to convert input text to a seman-
tic representation and synthesized scenes from an object
database [4, 10, 12]. Later, automated, data-driven methods
used multi-modal datasets [ 1], and pre-trained models, such
as CLIP [46], to edit or stylize an input 3D mesh [14, 26]
or a radiance field [66]. More recently, CLIP-based super-
vision enabled synthesis of entire 3D scenes [25, 53], and
these techniques evolved into the most recent approaches,
which optimize a mesh or radiance field based on SDS
supervision [30, 44, 71]. The quality of their 3D struc-
tures has been improved by applying diffusion models that
consider multiple viewpoints [31, 33, 55]. Alternatively,
recent advancements have seen a shift towards using dif-
fusion or transformer models to transform an input 2D
image into a 3D representation for novel-view synthesis
[9, 15, 35, 45, 62, 63, 76]. Still, these techniques do not yet
support generating 4D scenes.

Our work is most closely related to Make-A-

Video3D (MAV3D) [57], a recent method for text-to-4D
generation that integrates SDS-based supervision in two
separate stages: first with a text-to-image model and subse-
quently with a text-to-video model. Similar to MAV3D, we
aim to generate dynamic 3D scenes; however, our approach
uses hybrid SDS, which allows gradient updates from multi-
ple models to be smoothly blended together in an alternating
optimization. Our approach generates high-quality dynamic
3D scenes and does not suffer from Janus problems.

Concurrent works. Concurrent works on text-to-4D [32,
82], image-to-4D [50, 81, 82], and video-to-4D [27, 41, 75]
similarly use recent diffusion models for 4D generation.

3. Method

Our approach for text-to-4D generation builds upon a hash-
encoding-based neural representation [39] that implicitly
decomposes the scene into static and dynamic feature
grids [64]. In this section we overview our representation for
4D neural rendering and describe the optimization procedure
based on hybrid SDS (see Fig. 3).

3.1. 4D Neural Rendering

Volumetric neural rendering methods represent a scene using
a neural representation to parameterize the attenuation and
emission of light at every point in 3D space [36, 38]. We can
use such a representation to render an image by casting a
ray from the camera center of projection, through each pixel
location, and into the scene. For sampled points along the
ray u € R3, we query a neural representation to retrieve
a volumetric density 7 € R, and color ¢ € R3, which
describe attenuation and emission of light, respectively, at a
particular point. Then, the resulting density and color sam-
ples are alpha-composited to recover the color of a rendered
pixel C as

C:Zwici, w; :aH(l—aj), (D

j<i

where o; = 1 — e~ Tillki—#it1ll We query the neural rep-
resentation using an additional input time variable ¢, which
enables modeling time-varying density and color.

We illustrate the neural representation in Fig. 3; it consists
of two multi-resolution hash tables to disentangle static and
dynamic scene modeling.

Following Miiller et al. [39], the static hash table stores
learnable feature vectors that are indexed by a voxel-lookup
and hashing operation and decoded into density and color
using two small multilayer perceptrons (MLPs). Concretely,
we consider the neural representation

No:p,t—T1,c )

with 6 = {Osatic, Gaynamic, Omre } denoting all learnable param-
eters from the static and dynamic hash tables and the MLPs.
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Figure 3. Overview. A 4D radiance field is parameterized using a neural representation with a static and dynamic multiscale hash table of
features. Images and videos are rendered from the representation using volume rendering, and we supervise the representation using hybrid
score distillation sampling—a technique that combines gradients from multiple types of pre-trained diffusion models. In the first stage of
training we use gradients V¢ Lsp from a 3D-aware text-to-image model (3D-T2I) to iteratively optimize a representation without the Janus
problem. Next, we blend in gradient supervision using variational SDS with a text-to-image model (T2I) to improve the appearance (i.e., we
alternate supervision between Vg Lmmg and Vg Lsp). In the last stage we incorporate gradients (V¢ Lvip) from a text-to-video model (T2V)
to add motion to the scene, and we update the scene using the other models in an alternating fashion.

For a given p, we query the static hash table by identifying
the closest voxel at each scale 1<s<S. Then, we trilinearly
interpolate the feature values from the voxel vertices after
retrieving them from the hash table. Retrieved features from
each scale are concatenated as fyic = fs([i[)ic e -@fs(lii)c. We
follow the same procedure to query the dynamic hash table
given (p, t), except we use quadrilinear interpolation to inter-
polate feature values. The resulting features from the static
and dynamic hash tables are added as f = fyic + faynamic-
We do not model view-dependent effects in the feature en-
coding. Finally, we decode density and color as MLP..(f)
and MLP(f), respectively.

3.2. Hybrid Score Distillation Sampling

We leverage the 4D representation along with SDS to create
dynamic 3D scenes from a text prompt. Our hybrid approach
incorporates three different flavors of SDS that are smoothly
merged during an alternating optimization procedure to im-
prove the structure and quality of the 4D model:

1. SDS applied to a 3D-aware text-to-image diffusion model
to optimize a static scene without the Janus problem.

2. Variational score distillation sampling (VSD; a modi-
fied version of SDS [71]) using a standard text-to-image
model [51] to improve the appearance of the static scene.

3. Video SDS using a text-to-video model [69], which ex-
tends SDS to multiple video frames and adds motion to
the scene.

In the following, we describe each type of SDS and how it

used for text-to-4D generation.

3D-aware scene optimization. We first consider optimiz-
ing a static scene using SDS with a 3D-aware text-to-image
diffusion model [55]. The diffusion model is pre-trained
using a stochastic forward process that slowly adds Gaus-
sian noise to multiview images x over timesteps 0<t;<Ty.

With increasing ¢4, the process yields noisy images z;, that,
at ty = Ty, are close to zero-mean Gaussian. After train-
ing, the model reverses this process to add structure to the
noisy images. It predicts X4(z¢,;tq,y, T), which approx-
imates the output of an optimal denoiser at each timestep
tq, conditioned on a text embedding y [48, 51, 52] and
the camera extrinsics T corresponding to each image. In
practice, text-to-image diffusion models typically predict
the noise content €4 rather than the denoised image X.
But note that the denoised image can still be obtained as
Xp(2e45ta,y, T) x 24, — €4(24,5ta,y, T), .., by subtract-
ing the predicted noise from the noisy image [20]. We im-
plement 3D-aware SDS by rendering multiple images xg
from the neural representation, adding noise €, and using
the 3D-aware diffusion model [55] to predict the noise €4
using classifier-free guidance [19]. To update the parameters
0 of the neural representation, we use the 3D-aware SDS
gradient:

an
a0 |’
3)
where w(t4) is a weighting function that depends on the
diffusion timestep, and we add a stop gradient to the output
of the diffusion model [55]. Intuitively, the SDS loss queries
the diffusion model to see how it adds structure to an image,
then this information is used to backpropagate gradients to
the scene representation.

VoLlap =By, e |w(ta) (€4(Ze,;ta,y, T) —€)

Improving appearance using VSD. We incorporate an ad-
ditional loss term based on VSD [71] to improve the appear-
ance of images rendered from the scene. This term uses a
pre-trained text-to-image model [51] along with a finetun-
ing scheme that improves image quality over the 3D-aware
text-to-image model alone. We follow Wang et al. [71] and
augment the standard SDS gradient with the output of an
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additional text-to-image diffusion model that is finetuned
using a low-rank adaptation [24], during scene optimization.
Specifically, we have

VoL = Eiy e {w(td) <€¢(th§td7y) - Gg(ztd;td,%T)) %xgg],
“)
where e’¢ is the noise predicted using a finetuned version of
the diffusion model that incorporates additional conditioning
from the camera extrinsics T; here, we let z;, represent
a noisy version of a single image rendered from Ny. The
model is finetuned using the standard diffusion objective

min By, e v [[|€)(2,5ta,y,T) — €l[3] - (5)

Note that, different from the original description
of VSD [71], we find we can omit the simultaneous op-
timization over multiple scene samples (i.e. the variational
component of [71]), which reduces memory requirements
without significantly degrading appearance.

Adding motion with Video SDS. Last, we use supervision
from a text-to-video diffusion model [69] to add motion
to the generated scene. This procedure extends the origi-
nal SDS gradient by incorporating structure added by the dif-
fusion model to all noisy video frames [57]. The video SDS
gradient is given as

X
w(tq) (€4(2,3ta,y) — €) 899 . (6)

VoLvip = Ey, e

To simplify notation, we re-use €4 and € to here repre-
sent the predicted and actual noise for each video frame,
and we let Xy be a collection of V' video frames Xy =

[Xél), .. ,XE)V |7 rendered from the representation.

Optimization procedure — Algorithm 1. We optimize the
4D representation in three stages that smoothly blend super-
vision in alternating steps from (1) 3D-aware SDS, (2) VSD,
and (3) video SDS.

Stage 1. In the first stage of optimization, we update
Ny using gradients from 3D-aware SDS until convergence.
Since this stage focuses on optimizing a static scene, we
freeze (i.e. do not update) the parameters of the dynamic
hash table fgynamic and only update the static hash table and
decoder MLP. We set the total number of first-stage itera-
tions Nge-1 to match that of Shi et al. [55], which allows
the optimization to proceed until there are no distinguishable
changes in the rendered scene from one iteration to the next.

Stage 2. Next, we add VSD gradients using an alternat-
ing optimization procedure. At each iteration, we randomly
select to update the model using Vo Lsp or VyLpg with
probability Psp and Pivg. We continue this alternating op-
timization for Nyg..> iterations, until convergence. As we
show in the next section, this stage of optimization results in
improved appearance compared to using VyLsp alone while
also being free of the Janus problem.

Algorithm 1 Hybrid Score Distillation Sampling

Require:
Ny > 4D neural representation
Niage-1, Notage-2, Nitage-3 > iterations for each stage
Psp, Pivc > update probabilities
VoLs3p, VoLivas VoLvip > SDS grads. (Egs. 3, 4, 6)

. // Stage 1

: freeze dynamic hash map (Odynamic)
: for iter in Nyge.1 do

grad = {Vg L3p
UPDATE(grad)

> 3D update

N

6: // Stage 2

7: for iter in Niuge 2> do > 3D or IMG update
Vo Lsp, with probability Psp

8: grad = )
Vo Live, otherwise

9: UPDATE(grad)

10: // Stage 3

11: decrease learning rate of static hash map (fsatic)

12: for iter in Ntage-3 do > 3D, IMG, or VID update
VoLsp, with probability Psp

Vo Livme, with probability Pip - Pivc

Ve Lvip, otherwise

14: if VID, unfreeze Oaynamic

15: UPDATE(grad)

13: grad =

16: procedure UPDATE(grad)
17: x — N 0

18: take gradient step on grad
19: if IMG, take finetuning step (Eq. 5)
20: _end procedure

> render images (Eq. 1)
> optimize N

Stage 3. Last, we update the representation using a com-
bination of all gradient updates. Specifically, we randomly
select to update the model at each iteration using VyL3p,
Vo Livg, or Vg Lyp with probability Psp, Psp - Pvg, and
1— P3p- Py, respectively. Since we now aim to incorporate
motion into the representation, we unfreeze the parameters
of the dynamic hash table during the update with Vg Lyp
but keep them frozen for updates using the text-to-image
models. We also decrease the learning rate of the static hash
table to preserve the high-quality appearance from the previ-
ous stage. We repeat the alternating optimization in the final
stage until convergence, which we find occurs consistently
within N3 iterations. Overall, hybrid SDS effectively
combines the strengths of each pre-trained diffusion model
while avoiding quality degradations that result from naively
combining gradients from each model.

3.3. Implementation

We implement hybrid SDS based on the threestudio
framework [2], which includes implementations of MV-
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Figure 4. Text-to-4D Comparison. We compare against MAV3D [57], and observe our approach obtains significantly higher quality results.

Dream [55] (for 3D-aware text-to-image diffusion and SDS),
ProlificDreamer [71] with Stable Diffusion [51] (text-to-
image diffusion and VSD), and we implement the video
SDS updates using Zeroscope [3, 69].

Hyperparameter values. We initialize the 4D neural repre-
sentation following [30, 44] and add an offset to the density
predicted by the network in the center of the scene to pro-
mote object-centric reconstructions. We set the learning rates
for the static hash map to 0.01, for the dynamic hash map to
0.01, and for the MLP to 0.001. We drop the learning rate for
the static hash map to 0.0001 before the last stage to focus
the gradient updates on the dynamic hash map. The values
of Nytage-1, Nstage-2, and Nyage-3 are set to 10000, 10000, and
100000, respectively. We set the probabilities for hybrid
SDS to Psp = 0.5 and Py = 0.5 for a reasonable tradeoff
with respect to appearance, 3D structure, and motion.

Rendering. Each of the diffusion models has a different
native resolution, so we render images from Ny accordingly.
We render four images from different camera positions for
the 3D-aware SDS at the native (256256 pixel) resolution
of the 3D-aware text-to-image model. The VSD update

is computed by rendering a 256 X256 image and bilinearly
upsampling the image to the native resolution of Stable Diffu-
sion (512x512). Finally, the video SDS update is computed
by rendering 16 video frames at 160x288 resolution and
upsampling to the native 320x 576 resolution of Zeroscope.

4. Experiments
4.1. Metrics

We assess our method using CLIP Score [42] and a user study.
We compare our model against MAV3D for 28 prompts and
against our ablations for a subset of 5 prompts. Current
text-to-4D models are costly to train, and many researchers
in academia do not have access to the scale of resources
available to large tech companies. Hence, we only used a
subset due to computational limitations. To promote future
research in this field, we open source the evaluation protocol
for the user study along the code: https://github.
com/sherwinbahmani/4dfy.

CLIP Score. CLIP Score [42] evaluates the correlation
between a text prompt and an image. Specifically, this cor-

8001



Table 2. Quantitative results. We compare our method against
MAV3D and variations of 4D-fy with different loss terms or back-
bone architectures (i.e., with HexPlane [8]). The methods are eval-
uated in terms of CLIP Score (CLIP) and human preference based
on appearance quality (AQ), 3D structure quality (SQ), motion
quality (MQ), text alignment (TA), and overall preference (Overall).
The numbers reported for human preference are the percentages of
users who voted for our method over the corresponding method in
head-to-head comparisons.

Human Preference
Method CLIP | AQ SQ MQ TA | Overall

MAV3D [57] 339 | 2% 89% 41% 52% | 61%
4D-fy 34.2 — —

Ablation Study

4D-fy 35.0 — —
w/o VoLlspmve 293 | 100% 100% 78% 86% 94%
w/o VoLsp 351 | 8% 89% 95% 92% 91%
w/o Vg Live 345 | 710%  68% 68% 69% 70%

w/o hybrid SDS  33.8 | 100% 100% 78% 88% 95%
w/ HexPlane 345 | 95%  92% 90% 92% 95%

responds to the cosine similarity between textual CLIP [46]
embedding and visual CLIP [46] embedding. The score is
bound between 0 and 100, where 100 is best. We calculate
the CLIP score for MAV3D using the same procedure we use
for our method. Specifically, for each input text prompt, we
render a video using the same camera trajectory as MAV3D,
i.e., moving around the scene in azimuth with a fixed el-
evation angle. Subsequently, we score each video frame
with CLIP ViT-B/32 and average the scores over all frames
and text prompts to derive the final CLIP score.

User study. We conduct qualitative comparisons between
our method and the baseline, MAV3D, by surveying 26 hu-
man evaluators. We use the same head-to-head comparison
model as the user survey conducted by MAV3D. Specifically,
we present text prompts alongside the corresponding outputs
of our method and the baseline method in random order.
Evaluators are requested to specify their overall preference
for a video, as well as evaluate four specific properties: ap-
pearance quality, 3D structure quality, motion quality, and
text alignment. In Table 2, we report the percentage of users
who prefer each method overall and based on each of the
four properties. We conduct y2-tests to evaluate statistical
significance at the p < 0.05 level. Further details on the user
study are included in the supplementary.

4.2. Results

We visualize spatio-temporal renderings along with depth
maps in comparison to MAV3D in Fig. 4. Although both
methods can synthesize 4D scenes, MAV3D noticeably lacks
detail. In contrast, our method produces realistic renderings
across space and time. We report quantitative metrics in

Table 2. In terms of CLIP Score and overall preference in
the user study 4D-fy outperforms MAV3D. Users indicated a
statistically significant preference towards 4D-fy compared
to MAV3D in terms of appearance quality, 3D structure
quality, text alignment, and overall preference. They rated
the motion quality roughly on par with MAV3D, which used
a propriety text-to-video model. For example, overall, 67%
of users prefer our method over 33% for MAV3D.

4.3. Ablations

We provide an in-depth analysis motivating our hybrid SDS
training scheme by ablating each component and evaluating
the use of a 4D neural representation more similar to that of
MAV3D. We provide ablations in Table 2 and in Fig. 5.

Image guidance (w/o Vy L3p/vme). Technically, learning a
dynamic 3D scene solely from a text-to-video model without
text-to-image guidance is possible. To demonstrate the draw-
backs of this approach, we present results where we skip
the first two stages and directly train the model with text-to-
video guidance only. This corresponds to setting Psp = 0
and Pivg = 0. Our experiments reveal that the text-to-video
model fails to provide realistic 3D structure and high-quality
appearance for generating a dynamic 3D scene.

3D-aware guidance (w/o VyL3p). We find that using a
3D-aware diffusion model is crucial for generating realistic
3D structures. If we remove the 3D-aware diffusion model,
i.e., by setting P3p = 0, we can generate scenes with similar
motion and high-quality appearance, but the 3D structure is
degraded. This is evident for both scenes in Fig. 5.

VSD guidance (w/o VyLpg). We find that VSD helps
provide a realistic scene appearance; if we disable it during
scene generation, i.e., Pyg = 0, there are some negative
effects. For example in Fig. 5, the ice cream cone in the
bucket (top row) is more detailed, and the dog’s face (bottom
row) is sharper (please zoom in).

Hybrid SDS. To illustrate the impact of our hybrid SDS
approach we disable image guidance after the second stage
by setting P;p = 0 and P = 0O for the third stage only.
This aligns with the MAV3D training scheme, where a static
model is pre-trained with text-to-image and subsequently
fine-tuned with text-to-video. Our quantitative and qualita-
tive analysis shows that this approach results in degraded
appearance and 3D structure. We find that incorporating
text-to-image, 3D-aware text-to-image, and text-to-video
via hybrid SDS in the final optimization stage preserves a
realistic appearance and high-quality 3D structure.

Backbone architecture. Finally, we ablate the hash-grid-
based 4D representation by replacing it with the HexPlane
[8, 13] architecture. This representation similarly disen-
tangles static and dynamic scene components and can be
readily integrated into our pipeline. The HexPlane approach
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Figure 5. Ablation study. We assess the qualitative impact of removing gradient updates from different models during optimization. Our
method without image guidance (Vg L3pama) does not produce realistic appearance and 3D structure. Removing the 3D-aware guidance
(Vo L3p) generates high-quality appearance but low-quality 3D structure. Our approach without VSD (V4 Limg) reduces the appearance
quality. Hybrid SDS is crucial for appearance and 3D structure, while using HexPlane reduces the appearance quality. Best viewed digitally.

fails to match the appearance quality of the hash-grid-based
representation. MAV3D uses HexPlane but implements a
multi-scale variant with a large 5-layer decoding MLP fea-
turing 128 hidden units. We could not re-implement this
approach as the model does not fit on an 80 GB A100 GPU.
To allow for a fair comparison, we instead increased the ca-
pacity of HexPlane to match the memory consumption of our
hash-grid-based representation. We expect that increasing
the capacity of HexPlane and longer training times could
lead to similar results as our representation.

5. Conclusion

Our method synthesizes high-quality 4D scenes from text
prompts using a novel hybrid score distillation sampling
procedure. Our work alleviates a three-way tradeoff between
appearance, 3D structure, and motion and is the first to build
on open-source models. We will release the code to facilitate
future research in text-to-4D generation.

Limitations. Although our method produces compelling
dynamic 3D scenes, there are several limitations and av-
enues for future work. First, the complexity of motion in our
scenes is limited to simple movements. We believe that our
method will directly benefit from future progress in text-to-
video generation, as current text-to-video models suffer from
low-quality renderings and unrealistic motion. Another way

to improve motion could be exploiting recently proposed
dynamic representations, e.g., dynamic 3D Gaussians [37].
Moreover, current metrics in text-to-3D generation are not
sufficient, as they mainly rely on image-based metrics and
user studies. Designing more sophisticated 3D and 4D met-
rics is an important direction for future work. Lastly, generat-
ing each scene takes a significant amount of time. Concurrent
text-to-3D works [23, 28] alleviate this problem by training
a large-scale model on 3D data, allowing generation within
seconds. Incorporating our hybrid optimization procedure to
blend between large-scale pre-training on 2D, 3D, and video
data could enable fast text-to-4D generation.

Ethics Statement. We condemn the application of our
method for creating realistic fake content intended to harm
specific entities or propagate misinformation.
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