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Abstract

Federated learning (FL) has emerged as a powerful
paradigm for learning from decentralized data, and fed-
erated domain generalization further considers the test
dataset (target domain) is absent from the decentralized
training data (source domains). However, most existing
FL methods assume that domain labels are provided during
training, and their evaluation imposes explicit constraints
on the number of domains, which must strictly match the
number of clients. Because of the underutilization of nu-
merous edge devices and additional cross-client domain an-
notations in the real world, such restrictions may be im-
practical and involve potential privacy leaks. In this pa-
per, we propose an efficient and novel approach, called
Disentangled Prompt Tuning (DiPrompT), a method that
tackles the above restrictions by learning adaptive prompts
for domain generalization in a distributed manner. Specif-
ically, we first design two types of prompts, i.e., global
prompt to capture general knowledge across all clients
and domain prompts to capture domain-specific knowledge.
They eliminate the restriction on the one-to-one mapping
between source domains and local clients. Furthermore, a
dynamic query metric is introduced to automatically search
the suitable domain label for each sample, which includes
two-substep text-image alignments based on prompt tun-
ing without labor-intensive annotation. Extensive experi-
ments on multiple datasets demonstrate that our DiPrompT
achieves superior domain generalization performance over
state-of-the-art FL methods when domain labels are not
provided, and even outperforms many centralized learning
methods using domain labels.

1. Introduction
Federated learning (FL) is an emerging privacy-preserving
machine-learning technique [26], which enables multiple
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Figure 1. The motivation example and our main idea. (a) When
clients outnumber source domains, learning domain-invariant fea-
tures may become challenging due to imbalanced contributions
across domains/clients. Note that the contribution imbalance of
local data is measured through its feature distances with the tar-
get domain. (b) DiPrompT separates domain-specific features and
general knowledge during local training. (c) DiPrompT adaptive
ensembles for generic and valuable specific knowledge for better
target domain prediction during inference.

clients (e.g., mobile devices or organizations) to collabo-
ratively learn a global model without exchanging their pri-
vate data. However, a practical concern with conventional
FL methods is that they usually ignore the possible domain
shift between training data (source domains) and test data
(target domain) [1], which can incur poor performance on
unseen target domains due to domain discrepancies.

Recently, some research efforts have attempted to incor-
porate domain generalization into the FL framework. For
example, FedDG [21] shares the amplitude spectrum of im-
ages among local clients for medical image segmentation.
FedSR [29] builds a simple algorithm that utilizes two lo-
cal regularizers for domain generalization. These meth-
ods extract domain-invariant features across all source do-
mains. Nevertheless, most of these methods only focus on
domain-invariant features across clients, and they rely on
the assumption of one-to-one mapping of client and domain.
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When the quantity of local clients increases regardless of
source domains, a more severe and real-world challenge
emerges. In this scenario, data from a source domain can be
dispersed among multiple clients, resulting in initially gen-
eral knowledge that may be limited to certain clients and be-
come specific. Thus learning sufficient invariant knowledge
across all clients becomes infeasible. In Figure 1(a), for the
horse class, the only general thing across all clients is shape.
However, some specific knowledge from certain clients pos-
sess a smaller feature distance with the target domain than
others (e.g., the horse features distance between client 2
and the target domain is only 70.59). Intuitively, we can
additionally harness these features throughout the training
phase to facilitate performance in the target domain. Unfor-
tunately, due to interference from spurious specific infor-
mation and the entanglement between generic and specific
features, it is non-trivial to separately extract generic and
specific knowledge for each domain with a single model.
Moreover, domain information is indispensable for each lo-
cal sample in these methods, but it is prohibitively expen-
sive and may risk privacy leakage to annotate to which do-
main each sample belongs in a decentralized setting.

To tackle the above issues, we propose a novel
and efficient method termed Disentangled Prompt Tuning
(DiPrompT) for domain generalization in FL settings. The
motivation is to simultaneously spin off domain-specific
and general features with different lightweight components
in local training, minimizing their interference and remov-
ing irrelevant specifics. Furthermore, we can gain crucial
complementary information by adaptive ensembling of spe-
cific and generic knowledge for the target domain in the
test stage. Specifically, DiPrompT first introduces two types
of prompts: 1) Global prompt (G-Prompt) maintains the
domain-invariant representation across all clients. It would
be invariant to the domain shift brought by all clients in de-
centralized training. 2)Domain prompts (D-Prompts): In-
spired by prototype learning [36], we construct a prototyp-
ical prompt for each predefined source domain, encapsulat-
ing discriminative specific knowledge from each source do-
main into the respective prompts. It resolves the count con-
sistency restriction between clients and domains by domain-
wise optimization and aggregation, while enhancing cross-
client representation for each domain. Furthermore, when
domain labels are unknown during both training and test
periods (i.e., latent domains), we design an adaptive query
mechanism to explore the potential domain for each sample.
An additional prompt (Q-prompt) is introduced, which au-
tomatically queries the domain label for each sample from
all possible options by image-text alignments after exclud-
ing the interference of semantic categories. Finally, at in-
ference time, we leverage a collaborative ensemble metric
to provide valuable complementary information from G-
Prompt and D-Prompts for better target prediction.

• To the best of our knowledge, this is the first lightweight
work that handles federated domain generalization
through prompt tuning. We aspire that our research
and findings can offer a fresh perspective toward solv-
ing cutting-edge challenges in domain generalization and
federated learning.

• We propose DiPrompT, a novel federated domain gener-
alization framework based on prompt tuning. It removes
two impractical restrictions and provides complementary
knowledge for generalization on unseen target domains
with small-scale operations.

• Extensive experiments on multiple domain generalization
tasks verify the superiority of DiPrompT over state-of-
the-art methods, which even outperforms some domain
generalization methods with domain labels.

2. Related Work
Federated learning (FL) is a decentralized training tech-
nique that leaves training data distributed on multiple de-
centralized clients and learns a global model by aggregating
the locally uploaded parameters in a central server [40]. In
FL, clients protect data privacy as raw data are always kept
locally[4]. FedAvg [26] is the first and most common FL
work, which aggregates model updates by weighted aver-
aging. One of the important challenges in FL is statistical
heterogeneity among clients, in which each client contains
different local data distribution with each other. A plethora
of research has been done to tackle this problem, such as
FedProx[17], MOON[14], and FCCL[11]. While these FL
studies have dealt with distribution heterogeneity among lo-
cal clients (source domains), they ignored generalization to
unseen target domains, which is the problem we mainly fo-
cus on in this paper.
Domain generalization (DG) generalizes a learned model
from multiple source domains to unseen target domains
and motivates extensive studies in a centralized setting
[45]. Representative methods either learn domain-invariant
knowledge across multiple source domains [2, 18, 28, 39]
or employ the idea of meta-learning [7, 13]. However, these
DG methods require access to data from all source domains
in a centralized server and ground-truth domain labels for
each sample, which is usually impractical in FL scenar-
ios due to privacy protection [29]. Moreover, some meth-
ods perform domain generalization without domain labels
[25, 44], assuming the latent domain of images is reflected
in their style or divided into multiple latent domains using
clustering algorithms, then assigning pseudo domain labels
to each sample. However, they cannot utilize text infor-
mation about underlying domains. Recently, several works
[29, 37, 43] try to solve the DG task in the FL context. In
this paper, we consider a more realistic and challenging sce-
nario, where the number of clients is more flexible regard-
less of source domains, and the domain labels are unknown.
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Figure 2. Illustration of Disentangled Prompt Tuning (DiPrompT) during traing. We devise an alternative optimization strategy to
update two key modules (disentangled prompt learning and dynamic query scheme), which mainly contain six steps except communication
between clients and server. We first generate image embeddings and update Q-Prompt via steps 2 and 3, respectively. Then the suitable
D-Prompt is selected using Q-prompt in step 4. G-Prompt and D-Prompt in disentangled prompt learning are simultaneously optimized
using steps 5 and 6. Finally, we perform the beta moving average update for D-Prompts to avoid client drift in the central server in step 8.

Prompt Tuning is a super efficient transfer learning
paradigm [20, 34], whose core idea is to add little learn-
able embeddings at the input tokens and fast adaptation for
the large language model to various downstream tasks with-
out re-training model parameters. Early works [30, 31] aim
to manually design prompt templates based on human prior
knowledge. Furthermore, CoOp [47] and its extended ver-
sions [6, 41, 46] utilize a set of continuous vectors in the lan-
guage branch of a large vision-language pre-trained model
(CLIP), and achieve great performance improvement on
multiple few-shot visual recognition tasks[3, 15, 16, 23, 24].
Compared with these methods, DiPrompT further extends
prompt tuning into federated domain generalization by ex-
tracting multiple valuable knowledge based on prompt tun-
ing and achieves superior generalization ability.

3. Methodology

In this section, we present preliminary knowledge, followed
by the introduction of two key modules in training time: dis-
entangled prompt learning and a dynamic query metric for
domain queries. The overall pipeline is illustrated in Figure
2, with accompanying pseudo-code in the supplementary
materials. Finally, we introduce a collaborative ensemble
scheme during inference.

3.1. Preliminary and Notations

Federated Learning (FL) aims to utilize K local models to
train a global model fg with parameter θg through R global
rounds, in which each randomly selected local model is
trained with T local iterations per global round. Domain
generalization (DG) trains a model using M source domains
DS =

{
DS

m

}M

m=1
and is targeted to achieve decent perfor-

mance on the unseen target domain Dt. Each source do-
main has a unique data distribution but shares the same task

(e.g., image classification) with other domains. m-th do-
main DS

m can be represented as {xj , yj , dm}Mm

j=1 if the do-
main label of each sample is known and denoted as dm.

For conventional federated DG settings, the
client/domain number is limited and there exists a
strict one-to-one mapping between clients and domains
(i.e., K = M ). In contrast, we relax the above limitation
into cross-device scenarios, allowing for greater flexibility
in choosing the number of clients. K can significantly
exceed M (i.e., K ≫ M ) and multiple clients may possess
datasets originating from a common domain. Meanwhile,
we consider a more practical requirement called latent
domain generalization, where DS

m = {xj , yj}Mm

j=1 since
domain label dm is not given.

3.2. Disentangled Prompt Learning

Although learning a single shared prompt across all source
domains/clients enables extracting invariant knowledge, it
may be too casual and filter out valuable information that
only appeared on a subset of clients, especially when
the number of clients dramatically exceeds the volume of
source domains. Thus, we present disentangled prompt
learning, which includes two key subcomponents: global
prompt tuning and domain prompt tuning. The former aims
to achieve global optimization across all clients, and the lat-
ter is utilized to extract valuable specific knowledge from
different domains. We will make a detailed introduction for
them as follows.

3.2.1 Global Prompt Tuning (G-Prompt)

To capture generic characteristics shared among all clients,
G-Prompt performs global optimization using a single
prompt. Concretely, each client is equipped with a pre-
trained vision-language model (CLIP), which includes a
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frozen text encoder g and visual encoder f . Given an image
x along with its label y, the visual embeddings I = f(x)
can be extracted by the visual encoder. For text embed-
dings, the context prompt is a set of L learnable vectors
V G =

{
vG1 , v

G
2 , ..., v

G
L

}
, where the embedding dimension

of each element is d. For the j-th class, the whole input
for the text encoder is tj = {Vg, cj}, where cj indicates the
word embedding corresponding to j-th class name with the
same embedding dimension d. Thus, we can obtain corre-
sponding text embeddings as ZG

j = g(tj).
Furthermore, the local model computes the prediction

probability P (y = j|x) using the extracted image-text em-
beddings pair, which maximizes the cosine similarity score
sim(·, ·) for the correct pairs while minimizing those incor-
rect pairs. It can be formularized as:

Pg(y = j|x) = exp(sim(I, Zj)/τ)∑C
i=1 exp(sim(I, Zi)/τ)

, (1)

where C is the number of categories. We optimize the
global prompt with the cross-entropy loss between the pre-
diction probability and its label during local iterations as:

LG(x, y) = Ex,jLce(y, Pg(y = j|x)). (2)

3.2.2 Domain Prompts Tuning (D-Prompts)

While G-Prompt acquires generic knowledge across all
clients, it may overlook other valuable information from di-
verse clients. This is particularly evident when the num-
ber of clients significantly surpasses the domains, and di-
verse clients may hold data originating from a shared do-
main. To this end, we devise domain-specific prototypi-
cal prompts, to separately extract the distinct knowledge
from the corresponding domains. Specifically, we build a
pool of domain-wise prompt pool V D =

{
V D
1 , ..., V D

M

}
,

where V D
m =

{
vD1 , vD2 , ..., vDL , sm

}
is the prompt for m-th

source domains and sm denotes the text embeddings cor-
responding to m-th source domain name. For j-th class
from m source domain, the text encoder produce embed-
dings Zm

j = g(tmj ), where tmj =
{
V D
m , cj

}
.

To train D-Prompts in local clients, we first optimize
each element using cross-entropy loss between the predic-
tion probability of image-text pairs and the ground-truth
label. Moreover, to prevent them from progressively con-
verging towards the same point, a contrastive loss is em-
ployed, where positive pairs involve hand-crafted prompts
with the same domain names and negative pairs incorporate
D-Prompts from other domains. Formally, the optimization
of m-th domain prompt can be expressed as follows:

Lm
D(x, y) = Lm

ce + Lm
cont

= Lm
ce − log

exp(sim(V D
m · Ṽm)))∑M

i=1 exp(sim(V D
m · V D

i ))
,

(3)

where Lm
ce = Ex,jLce(y, Pm(y = j|x)). and Pm(y =

j|x) = exp(sim(I,Zm
j ))/τ)∑C

i=1 exp(sim(I,Zm
i )/τ)

denotes the prediction proba-

bility with m-th domain prompt for j-th class. Besides, Ṽm

indicates the hand-crafted prompt for m-th domain, i.e., “a
photo of a [class] with the domain of <domain >”, where
“<domain >” is the text of m-th domain and “[class]” de-
notes all potential category options.

Furthermore, since multiple clients may hold data origi-
nating from a shared domain. When K > M , we devise a
domain-wise aggregation strategy to aggregate knowledge
from the same domains. It can be represented as a weighted
combination of those prompts from the same domain:

V D,r+1
m = V D,r

m +

∑K
i=1(|Di| ∗ Im,i) · △V D,r+1

m,i∑K
i=1(|Di| ∗ Im,i)

, (4)

where △V D,r+1
m,i = V D,r+1

m,i − V D,r
m . For m-th domain,

V D,r+1
m,i is uploaded prompt from i-th client in r + 1-th

global round, and V D,r
m denotes updated prompt after ag-

gregation in r-th global round. Im,i is the output (0 or 1)
of indicator function I(|△V D,r+1

m,i |) and Di indicate the lo-
cal data in i-th client. The operation only aggregates those
updated prompts and filters those unchanged ones to ensure
valid learning.

Despite diversified knowledge extracted from different
domains, separately optimizing the domain prompt for each
domain risks client drift. Inspired by the pre-trained vision-
language update in CLIPood [35], We employ a beta mo-
mentum averaging mechanism to update domain prompts.
Unlike exponential moving averages that underweight ini-
tial parameters, beta momentum averaging can avoid for-
getting domain information appending at the initial period.
Specifically, when m-th domain prompt is updated from
V D,r
m to V D,r+1

m between two adjacent rounds r and r + 1,
a momentum average prompt V̂ D,r+1

m can be computed by:

V̂ D,r+1
m =

∑r
i=0 αi∑r+1
i=0 αi

V̂ D,r
m +

αr∑r
i=0

V D,r+1
m , (5)

where αi = B(β, β)( i+0.5
R+1 ) and β is a hyper-parameter for

beta distribution B(·, ·). We set β = 0.2 to preserve current
optimization and initial domain knowledge attached at the
beginning of training. R is the number of global rounds.

After T local iterations, only G-Prompt and D-Prompts
are uploaded to the central server. Like FedAvg, the server
updates the global prompt using a weighted aggregation of
prompts from received clients in the current round. The
process continues for next round by sending updated G-
Prompt and momentum-averaged D-Prompts to newly se-
lected clients.
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3.3. Dynamic Query Scheme (Q-Prompt)

To efficiently learn prompts with unknown domain labels,
we design a dynamic query scheme based on prompt tuning,
which automatically selects appropriate domain prompts for
different source inputs. Considering data is naturally sepa-
rated according to semantic categories, most prior methods
cannot avoid interference from the semantic category labels
[45]. Our query scheme adopts a two-substep strategy as
shown in Figure 2 middle left (gray area), where each input
image is first classified into a category and then grouped
to an underlying domain. Practically, we construct a learn-
able prompt called Q-Prompt V Q =

{
vQ1 , vQ2 , ..., vQL

}
that

is shared among all classes and domains. For j-th class and
m-th domain, the output text embedding is ZQ

j,m = g(tj,m),
where tj,m =

{
V Q, cj , sm

}
. We perform class and domain

similarity matching on the input text-image pairs by:

P (y = j, d = m|x) =
exp(sim(I, ZQ

j,m)/τ)

C∑
p=1

M∑
q=1

exp(sim(I, ZQ
p,q)/τ)

, (6)

where we select the domain with the highest probability un-
der the ground-truth class during training and across all cat-
egories when testing on the target domain.

To ensure the effectiveness of the Q-prompt during the
early period training, we initialize it with word embeddings
derived from the hand-crafted prompt, i.e., “a photo of a
[class] with the domain of [domain]”. Furthermore, we uti-
lize two self-consistent regularization terms to perform Q-
prompt tuning for better adaptation to downstream tasks.
Specifically, MSE loss regulates feature-level alignments
between the current prompt and beta momentum averag-
ing counterpart, while we impose logits-level constraints by
minimizing the Kullback-Leibler divergence between input
images with current and momentum prompts, respectively.
Formally, the optimization can be formalized as:

LQ = Lmse + LKL = Ex,y

M∑
m=1

[(ZQ
y,m)− (ẐQ

y,m)]2

+DKL(sim(I, ZQ
y,m), sim(I, ẐQ

y,m))],

(7)

where ZQ
y,m = g(

{
V Q, cy, sm

}
) and ẐQ

y,m =

g(
{
V̂ Q, cy, sm

}
). V̂ Q is the beta momentum average for

Q-Prompt V Q. Given input data (x, y), the overall op-
timization for disentangled prompt tuning is L(x, y) =
LG(x, y)+λLm

D(x, y), where λ is a weighted coefficient to
balance G-Prompt and D-Prompts, and m is the predicted
domain via Q-Prompt.

3.4. Collaborative Ensemble Process

During training, we can learn general and specific knowl-
edge from different source domains via G-Prompt and D-

Prompts. In inference time, it is essential to extend this
valuable knowledge into the target domain. One straight-
forward way is to average the information from all opti-
mized prompts. However, this method ignores the relation-
ship (feature distance) differences between target samples
and different source domains. To this end, we build a dy-
namic ensemble metric in our DiPrompT, which considers
the above vary while effectively exploiting valuable knowl-
edge in global prompt and various domain prompts for bet-
ter target inference. Concretely, we construct ensembled
text features Z = {Z1, ..., ZC} for each target domain sam-
ple, which is a dynamic weighted combination of knowl-
edge from different prompts. The ensembled text embed-
dings Zj for j-th class is defined as:

Zj =

M∑
m=1

wmZm
j + wgZ

G
j , (8)

where we set wg = 1. wm =
maxj sim(I·Zm

j )∑M
i=1 maxj I·Zi

j

represents the

highest prediction for m-th domain aross all categories.

4. Experiments
In this section, we conduct extensive experiments in three
benchmark datasets with domain distribution shifts to
demonstrate the effectiveness and robustness of our method.
More details and additional experiments can be found in the
supplementary material.

4.1. Experimental Setup

4.1.1 Datasets.

We perform comprehensive experiments on three widely
used datasets in domain generalization tasks, including
PACS (4 domains: photo, art-painting, cartoon, and sketch)
[12], Officehome (4 domains: Art, Clipart, Product, and
Real World) [38], and VLCS (4 domains: Pascal, La-
belme, Caltech and Sun) [8]. To conduct our analysis on
each dataset, we adopt the ”leave-one-domain-out” strategy,
wherein we select one domain as the target domain and uti-
lize the remaining domains as source domains. We provide
detailed dataset descriptions in supplementary materials.

4.1.2 Baselines.

We compare our DiPrompT with the following state-of-
the-art methods. SWAD [5], I2ADR[27], PCL [42], Fishr
[33], ITL-Net [9] and VAUE [19] are sota centralized learn-
ing methods that learned a generalized model by using
all sources domains in a data pool regardless of data pri-
vacy. Meanwhile, we consider recent FL algorithms as
our main competitors, including FedAvg[26], FedProx [17],
FedADG[43], FedSR[29], FedGMA[37], PromptFL [10]
and FedCLIP[22].
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PACS Officehome
Methods Art Cartoon Photo Sketch Avg Art Clipart Product Real Avg

Centralized
Learning

SWAD 89.30 83.40 98.10 82.60 88.79 66.10 59.90 78.70 80.70 70.60
I2ADR 82.90 80.80 95.00 83.50 85.60 70.30 55.10 80.70 79.20 71.40

PCL 90.20 83.90 98.10 82.60 88.70 67.30 59.90 78.70 80.70 71.60

FL FedAvg 80.41 77.55 92.33 63.31 78.39 61.84 51.15 76.41 77.39 66.69
FedProx 79.19 78.96 94.92 64.28 79.33 62.34 52.00 76.62 78.56 67.37

FL+DG
FedADG 78.02 79.24 88.50 64.25 77.50 62.75 51.43 74.07 77.98 66.55
FedSR 82.00 82.95 93.53 66.29 81.19 62.75 49.85 72.24 74.10 64.73

FedGMA 83.88 80.04 95.78 69.17 82.21 65.34 52.11 75.98 79.59 68.25

FL+
Adapter/Prompt

PromptFL 92.77 94.24 99.40 82.13 92.13 72.18 56.88 82.13 84.78 73.99
FedCLIP 92.93 94.80 99.52 82.26 92.37 71.03 56.13 83.76 84.14 73.76

Ours 94.97 96.25 99.56 84.72 93.88 74.21 58.90 85.51 86.12 76.18

Table 1. Performance comparison of our proposed DiPrompT with state-of-the-art methods on PACS and Officehome datasets. FedDure
outperforms all other methods

Methods VLCS
Caltech Labelme Pascal Sun Avg

Fishr 98.90 64.0 71.50 76.80 77.80
ITL-NET 98.30 65.40 75.10 76.80 78.90

VAUE 99.00 64.70 75.10 79.40 79.40
FedAvg 93.54 60.69 72.22 74.66 75.27
FedProx 94.55 61.55 73.75 75.52 76.34
FedADG 95.96 61.43 66.30 72.44 74.03
FedSR 96.37 60.15 69.74 73.40 74.91

FedGMA 97.88 61.47 73.76 76.19 77.32
PromptFL 99.49 65.36 78.54 78.75 80.53
FedCLIP 99.39 66.70 82.24 78.62 81.73

Ours 99.70 69.23 84.16 81.72 83.70

Table 2. Performance comparison of our proposed DiPrompT with
state-of-the-art methods on VLCS dataset.

4.1.3 Implementation Details.

In our experiment, we conducted model training using Py-
Torch on GeForce RTX 3090 GPU. The training process
for all models involved the utilization of the Adam op-
timizer with a learning rate set at 5e-4. It’s worth not-
ing that this uniform configuration applied to all methods
under consideration, with the exception of FedGMA. For
FedGMA, we tailored its optimizer parameters to align with
its best-reported hyperparameters in [37], ensuring a com-
prehensive and consistent approach across our experimen-
tal design. Furthermore, our default settings also include
the weighted coefficient λ = 1.0, batch size b = 16, lo-
cal iterations T = 1, the selected clients in each round
H = 5, the number of clients K = 20, and the number
of global rounds R = 100. Following CLIP [32], we adopt
ResNet50 as the backbone architecture of an image encoder
and use a masked self-attention Transformer as a text en-

coder. Note that if there is no specified description, we use
the same hyper-parameters and backbone architecture for
DiPrompT and other methods in all experiments to imple-
ment fair comparison.

4.2. Performance Comparison

We report the experimental results of DiPrompT and other
state-of-the-art methods in Table 1 and Table 2, which in-
volves 12 domain generalization tasks on the PACS, Of-
ficeHome, and VLCS datasets. All results are the aver-
age of three runs, and bold text represents the best results.
Specifically, as mentioned earlier, we considered a more
flexible scenario when K > M , thus there is no one-to-
one mapping between local clients and domains. It can
be observed that the previous federated domain generaliza-
tion (FL+DG) methods perform poorly, even worse than the
FL methods designed for client heterogeneity. FedGMA’s
performance is comparable to FedAvg and FedProx, while
FedADG and FedSR exhibit lower performance in many
DG tasks compared to FedAvg and FedProx. The phe-
nomenon might stem from FL+DG methods struggling with
valuable knowledge as client volume significantly surpasses
the number of source domains.

Furthermore, we compare our DiPrompT with state-of-
the-art methods from centralized learning, FL, and FL+DG.
It is noted that due to the dependencies on domain la-
bels and interrelationships between source domains, cen-
tralized learning methods cannot be applied to this domain-
separated setting. They are not direct competitors to our
model due to the different setups (FL vs. centralized
learning), and we adopt the results taken from their orig-
inal papers. With prompt tuning from the textual branch,
DiPrompT outperforms centralized methods as well as FL
and FL+DG techniques by a big margin, where we adopt
the same image backbone (i.e. ResNet50) even when do-
main labels are unknown for DiPrompT. Moreover, due to
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Figure 3. Analysis in terms of few shots settings and different backbone architectures on PACS and VLCS datasets.

complementary knowledge from G-Prompt and D-Prompts,
our DiPrompT shows significant superiority over PromptFL
and FedCLIP, which utilize the same pre-trained vision-
language model (CLIP) as our methods. Overall, DiPrompT
achieves the best average accuracy across four benchmark
datasets. When examining the results for each target do-
main setting within each dataset, DiPrompT outperforms
previous methods in 11 out of 12 settings. These quanti-
tative results demonstrate the effectiveness of our approach.

4.3. Ablation Study

4.3.1 Effectiveness of Components.

To measure the importance of each component in our
DiPrompT, we conduct an ablation analysis for the fol-
lowing variants using the PACS dataset in Table 3. Row
1 denotes that DiPrompT removes G-Prompts in each lo-
cal model. Row 2 indicates the variant that eliminates D-
Prompts in our DiPrompT, while only updating G-Prompt,
which is essentially equivalent to PromptFL. Compared
with DiPrompT, the dramatic performance drop shows that
the two components are both effective and can provide value
complementary knowledge by ensembling them. In Row 3,
we remove the built contrastive loss during D-Prompts op-
timization and find a slight drop. Instead of learnable Q-
Prompt, we use static prompts in Row 4 (i.e., “a photo of
a [CLASS] with the domain of [Domain].”) to look up do-
main prompts for each sample. As results show, learnable
Q-Prompt plays an important role in exploring domain in-
formation in latent domain learning. In Row 5, we only
choose the domain prompt with the highest weight rather
than ensembling knowledge from different source domains
during inference. The performance decrease suggests that
the collaborative ensemble metric enables the sufficient ex-
ploitation of more valuable knowledge. Moreover, the re-
sults in Row 6 and 7 implicitly showcase the benefit of
LKL and Lmse for Q-Prompt optimization. When the do-
main labels are given for all local training data, we can ob-
serve that our DiPrompT is close to its upper bound. These
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Figure 4. Hyperparameters analysis in terms of the number of
clients K and weight coefficient λ on PACS.
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Figure 5. Comparison of computation and communication cost of
DiPrompT and other federated domain generalization methods.

evaluations verify the effectiveness of each component, and
DiPrompT can obtain complementary knowledge and elim-
inate the dependency on the domain label for better gener-
alization on the unseen target domain.

4.3.2 Results on Few-shot Recognition.

To explore the effectiveness of our framework with ex-
tremely limited data, we compare the generalization per-
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formance of DiPrompT with some state-of-the-art meth-
ods across various few-shot settings (i.e., 1, 2, 4, 8, 16
shots). As depicted in Figure 3a and shots 3b, we ob-
serve that as the number of training samples per class on
each client increases, the performance of all methods is en-
hanced. Meanwhile, DiPrompT achieves significant per-
formance improvements across all shot settings on PACS
and VLCS datasets, and shows higher gains in minimal data
cases (e.g. 1, 2 shots). Thereby, these results demonstrate
the robustness of DiPrompT in acquiring complementary
knowledge in data-scarce scenarios.

4.3.3 Impacts of Backbone Architecture.

To investigate how the choice of backbone architecture im-
pacts generalization performance, we summarize the gener-
alization effect of multiple methods based on different im-
age encoders, including Reset50, ViT-B/32, and ViT-B/16.
As shown in Figure 3c and 3d, the more advanced the back-
bone architecture is, the better the performance of all meth-
ods can achieve. More importantly, our DiPrompT is sig-
nificantly better than other state-of-the-art methods across
all backbone on PACS and VLCS datasets, which show the
robustness of our DiPrompT in terms of backbones.

4.3.4 Effect of Hyperparameters.

There are two key hyperparameters, including the num-
ber of clients K and the value of the weight λ between
G-Prompt and D-Prompts. We first investigate the perfor-
mance impact of the number of total clients, which varies in
{3, 5, 10, 20, 50}. Note that we assign a source domain to a
single client when K = 3 and randomly select 5 clients per
round when K >= 5. As illustrated in Figure 4a, although
there is inevitable performance degradation for all methods
by increasing total clients, our DiPrompT only has a light
performance drop (about 1%) and outperforms other meth-
ods across all numerical settings. This phenomenon demon-
strates the challenges posed by a large number of clients in
federated domain generalization as well as the effectiveness
of DiPrompT. Finally, we examine the impacts of the dif-
ferent values of the weight hyperparameter λ between G-
Prompt and D-Prompts on performance. As shown in Fig-
ure 4b, we observe that the optimal performance is achieved
when setting λ = 1.

4.3.5 Cost Analysis.

Finally, we analyze the efficiency of DiPrompT in terms of
the computation and communication cost in Figure 5. We
measure the communication cost by the size of uploaded
data per round. It can be observed that DiPrompT can
save at most 830 times communication cost per round com-
pared to FedADG and 625 times for FedGM, indicating that

Ablated components PACS
Art Cartoon Photo Sketch Avg

w/o G-Prompt 88.87 91.42 98.22 75.47 88.50
w/o D-Prompts 92.77 94.24 99.40 82.13 92.13

w/o Lcont 94.57 95.61 99.52 84.27 93.49
w/o Q-Prompt 93.35 93.69 99.44 83.16 92.40
w/o ensemble 94.19 94.88 99.52 83.4 93.00

w/o LKL 94.04 95.56 99.40 81.19 92.54
w/o Lmse 93.75 95.01 99.34 80.80 92.23
w domain 95.82 96.81 99.64 84.80 94.26

Ours 94.47 96.25 99.56 84.72 93.88

Table 3. Quantitative analysis of components of DiPrompT.

DiPrompT can significantly reduce communication burden.
For the computation cost, we report the comparison of GPU
time as in the same mini-batch, where DiPrompT outper-
forms FedADG around 2 times and is comparable compu-
tation cost with FedGMA. It is noted that we don’t compare
with other FL and FL+DG methods (i.e FedAvg, FedProx,
and FedSR) since they have almost the same communica-
tion and computation costs as FedGMA, while PrompFL
and FedCLIP have similar costs with our DiPrompT. These
results demonstrate the efficiency of our DiPrompT, which
can be applied to many real-world scenarios.

5. Conclusion
In this work, we propose a novel framework named
DiPrompT, the first attempt to introduce prompt tuning to
federated domain generalization. Specifically, DiPrompT
aims to learn general knowledge as well as valuable spe-
cific information across all clients, especially when the
number of clients and source domains is inconsistent dur-
ing training and different clients may store data originating
from a shared domain. It provides more complementary
knowledge for unseen target prediction during inference.
Moreover, we build an adaptive query mechanism based
on prompt tuning, which automatically searches the suit-
able domain for each sample when domain labels are not
given for all local data. Extensive experiments show that
our DiPrompT outperforms state-of-the-art methods, and is
even better than many centralized learning strategies using
domain labels.
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