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Abstract

Training a linear classifier or lightweight model on top
of pretrained vision model outputs, so-called ‘frozen fea-
tures’, leads to impressive performance on a number of
downstream few-shot tasks. Currently, frozen features are
not modified during training. On the other hand, when
networks are trained directly on images, data augmenta-
tion is a standard recipe that improves performance with
no substantial overhead. In this paper, we conduct an ex-
tensive pilot study on few-shot image classification that ex-
plores applying data augmentations in the frozen feature
space, dubbed ‘frozen feature augmentation (FroFA)’, cov-
ering twenty augmentations in total. Our study demon-
strates that adopting a deceptively simple pointwise FroFA,
such as brightness, can improve few-shot performance con-
sistently across three network architectures, three large pre-
training datasets, and eight transfer datasets.

1. Introduction

Vision transformers (ViTs) [19] achieve remarkable perfor-
mance on ImageNet-sized [43, 69] and smaller [21, 38, 41]
datasets. In this setup, data augmentation, i.e., a predefined
set of stochastic input transformations, is a crucial ingredi-
ent. Examples for image augmentations are random crop-
ping or pixel-wise modifications that change brightness or
contrast. These are complemented by more advanced strate-
gies [13, 46, 75], such as AutoAugment [12].

A more prevalent trend is to first pretrain vision mod-
els on large-scale datasets and then adapt them downstream
[6, 8, 49, 73]. Notable, even training a simple linear classi-
fier or lightweight model on top of ViT outputs, also known
as frozen features, can yield remarkable performance across
a number of diverse downstream few-shot tasks [16, 25, 52].
Given the success of image augmentations and frozen fea-
tures, we ask: Can we effectively combine image augmen-
tations and frozen features to train a lightweight model?

*Work done as Research Intern at Google DeepMind. †Project lead.
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Figure 1. Average top-1 accuracy gains across seven few-shot test
sets (CIFAR100 [1], SUN397 [71], ...) on various few-shot set-
tings. We train on frozen features from an L/16 ViT [19] with
JFT-3B pretraining [73] or WebLI sigmoid language-image pre-
training (SigLIP) [6, 74]. Our proposed frozen feature augmenta-
tion (FroFA) method gives consistent gains over a weight decay-
regularized multi-head attention pooling [37] (MAPwd) and an L2-
regularized linear probe baseline, both without FroFA.

In this paper, we revisit standard image augmentation
techniques and apply them on top of frozen features in a
data-constrained, few-shot setting. We dub this type of aug-
mentation frozen feature augmentation (FroFA). Inspired di-
rectly by image augmentations, we first stochastically trans-
form frozen features and then train a lightweight model on
top. Our only modification before applying image augmen-
tations on top of frozen features is a point-wise scaling such
that each feature value lies in [0, 1] or [0, 255].

We investigate eight (few-shotted) image classification
datasets using ViTs pretrained on JFT-3B [73], ImageNet-
21k [17], or WebLI [6]. After extracting features from each
few-shot dataset we apply twenty different frozen feature
augmentations and train a lightweight multi-head attention
pooling (MAP) [37] on top. Our major insights are:

1. Geometric augmentations that modify the shape and
structure of two-dimensional frozen features always lead
to worse performance on ILSVRC-2012 [57]. On the
other hand, simple stylistic (point-wise) augmentations,
such as brightness, contrast, and posterize, give steady
improvements on 1-, 5-, and 10-shot settings.
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2. Additional per-channel stochasticity by sampling inde-
pendent values for each frozen feature channel works
surprisingly well: On ILSVRC-2012 5-shot we improve
over an MAP baseline by 1.6% absolute and exceed a
well-tuned linear probe baseline by 0.8% absolute.

3. While FroFA provides modest but significant gains on
ILSVRC-2012, it excels on seven smaller few-shot
datasets. In particular, FroFA outperforms the mean 10-
shot accuracy of an MAP baseline by 2.6% and the linear
probe baseline by 5.2% absolute (cf . Fig. 1, left).

4. Results on the same seven few-shot datasets using a We-
bLI sigmoid language-image pretrained model [74] fur-
ther emphasize the transfer capabilities of FroFA. We
observe absolute gains ranging from 5.4% on 1-shot to
0.9% on 25-shot compared to an MAP baseline while
outperforming a linear probe baseline by over 2% on 1-
shot and at least 3% on 5- to 25-shot. (cf . Fig. 1, right).

2. Related Works
Few-shot transfer learning: State-of-the-art vision models
[6, 16, 19, 32, 55, 73] are typically pretrained on large-scale
datasets, e.g., ImageNet-21k [17] or JFT [27, 73], before
transferred to other smaller-scale ones, e.g., CIFAR10 [1],
SUN397 [70, 71], or ILSVRC-2012 [57]. Depending on the
model size, efficient transfer learning becomes a challenge.
Many methods have been proposed for large language mod-
els (LLMs), e.g., adapters [28], low-rank adaptation [29], or
prompt tuning [39], of which some have been successfully
adapted to computer vision [5, 22, 30, 76]. CLIP-Adapter
[22] builds on contrastive language-image pretraining [52]
and combines it with adapters [28]. A follow-up work [76]
proposes TiP-Adapter which uses a query-key cache model
[24, 51] instead of a gradient descent approach. Inspired by
the success of prompt tuning in LLMs [39], Jia et al. pro-
pose visual prompt tuning at the model input [30]. On the
other hand, AdaptFormer [5] uses additional intermediate
trainable layers to finetune a frozen vision transformer [19].

In contrast, we do not introduce additional prompts [30]
or intermediate parameters [5, 22] that require backpropa-
gating through the network. Instead, we train a small net-
work on top of frozen features from a ViT. This aligns with
linear probing [52] which is typically used to transfer vision
models to other tasks [16, 25, 73] — our objective.

Further, we focus on few-shot transfer learning [36, 68]
in contrast to meta- or metric-based few-shot learning
[2, 9, 48, 50, 54, 56, 59]. Kolesnikov et al. [32] and De-
hghani et al. [16] reveal that training a lightweight model
on frozen features from a large-scale pretrained backbone
yields high performance across various downstream (few-
shot) tasks. Similarly, Vasconcelos et al. [65] show that
training on frozen features gives strong performance on
object detection and segmentation. In addition, transfer
learning has also shown to be competitive or slightly better

than meta-learning approaches [20, 63]. Building on these
works, we propose frozen feature augmentation to improve
few-shot transfer learning for image classification tasks.

Data augmentation: One go-to method to improve per-
formance while training in a low-data regime is data aug-
mentation [60]. Some prominent candidates in computer
vision are AutoAugment [12], AugMix [26], RandAugment
[12], and TrivialAugment [46]. These methods typically
combine low-level image augmentations together to aug-
ment the input. Works on augmentations in feature space
exist [18, 35, 40, 44, 67], but lack a large-scale empirical
study on frozen features of single-modal vision models.

To this end, we investigate frozen feature augmentation
by reformulating twenty image augmentations, including
a subset used in AutoAugment [12], inception crop [62],
mixup [67, 75], and patch dropout [42].

3. Framework Overview
We introduce our notations in Sec. 3.1 followed by our
caching and training pipeline in Sec. 3.2 and a description
of frozen feature augmentations (FroFAs) in Sec. 3.3.

3.1. Notation

Let x ∈ IH×W×3 be an RGB image of height H , width
W , and I = [0, 1]. A classification model processes x and
outputs class scores y ∈ [0, 1]S for each class in a pre-
defined set of classes S, with S = |S|. Let L and D be
the number of intermediate layers and the number of fea-
tures of a multi-layer classification model, respectively. We
describe the intermediate feature representations of x as
f = f (ℓ) = (f

(ℓ)
d ) ∈ RD, with layer index ℓ ∈ {1, ..., L}

and feature index d ∈ {1, ..., D}. In vision transform-
ers [19], f = f (ℓ) = (f

(ℓ)
n,c) ∈ RN×C is typically two-

dimensional, where N and C are the number of patches and
number of per-patch channels, respectively. Finally, we in-
troduce the patch index n ∈ {1, ..., N} and the per-patch
channel index c ∈ {1, ..., C}.

3.2. Training on Cached Frozen Features

We investigate pretrained vision transformers with L trans-
former blocks (TBs) followed by a multi-head attention
pooling (MAP) [37] and a classification layer (CL). Fig. 2a
presents a simplified illustration. For simplicity, we ne-
glect all operations before the first transformer block (e.g.,
patchifying, positional embedding, etc.).

To cache intermediate features, we process each image
x from an image dataset Dx through the network up until
transformer block L. Next, we store the resulting features
f . After processing the entire image dataset Dx we obtain
a (frozen) feature dataset Df , with f ∈ Df (Fig. 2b).

Lastly, we train a lightweight model using the cached
(frozen) features. Fig. 2c shows an example where a single
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(a) Step 1: Select a (frozen) pretrained model and a layer for caching.

(Frozen) Pretrained Model

image
dataset

(frozen)
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dataset

TB TB TB

(b) Step 2: Process an image dataset and cache the (frozen) features.

Lightweight Model

(frozen)
feature
dataset

MAP CL

frozen feature
augmentation

(FroFA) 

(c) Step 3: Train on (augmented) frozen features.

Figure 2. Pipeline for caching and training on (frozen) features.
(2a): Given a (frozen) pretrained vision transformer, with L trans-
former blocks (TBs), a multi-head attention pooling (MAP) layer,
and a classification layer (CL), we select its L-th transformer block
for caching. (2b): Next, we feed images x ∈ Dx to cache (frozen)
features f ∈ Df . (2c): Finally, we use Df to train a lightweight
model on top. We investigate frozen feature augmentation (FroFA)
af ∈ Af in this scenario.

MAP layer followed by a classification layer is trained using
the feature dataset Df . Since our focus is fast training, we
defer a detailed analysis on larger models to future work.

3.3. Frozen Feature Augmentation (FroFA)

Data augmentation is a common tool to improve generaliza-
tion. However, it is typically applied on the input, or in our
case: images. How can we map such image augmentations
to intermediate transformer feature representations?

Recall that the feature representation f = (fn,c) ∈
RN×C (layer index ℓ omitted) is two-dimensional. We first
reshape it to a three-dimensional representation, i.e.,

f∗ = (f∗n1,n2,c) ∈ R
√
N×
√
N×C . (1)

We further define

f∗c = f∗:,:,c ∈ R
√
N×
√
N×1 (2)

as a reshaped two-dimensional representation of the c-th
channel. Since images and features differ in two fundamen-
tal aspects, i.e., channel dimensionality and value range, we
address this next.

Channel dimensionality: RGB images have just three
channels while features can possess an arbitrary number of
channels. To address this, we simply ignore image aug-
mentations that rely on having three color channels, such

as color jitter, and include only augmentations which can
have an arbitrary number of channels instead, denoted as
Ca. This already covers a majority of commonly applied
image augmentations.

Value range: RGB values lie within a specific range I,
e.g., I = [0, 1] or I = {0, ..., 255} ⊂ N0, while in theory
features have no such constraints. Assuming H =

√
N and

W =
√
N , we define an image augmentation as

ax : I
√
N×
√
N×Ca → I

√
N×
√
N×Ca ,ax ∈ Ax, (3)

where Ax is the set of image augmentations. To also ad-
dress the value range mismatch, we introduce a determinis-
tic feature-to-image mapping

tf→x : R
√
N×
√
N×Ct → I

√
N×
√
N×Ct (4)

that maps each element of f∗ (1) from R to I, with Ct as
the number of channels of f∗. We use

xf = tf→x(f
∗) =

f∗ − fmin

fmax − fmin
, (5)

where fmin and fmax are the minimum and maximum value
of f∗, respectively, with elements of xf now in I = [0, 1].
We further define an image-to-feature mapping

tf←x : I
√
N×
√
N×Ct → R

√
N×
√
N×Ct (6)

that maps xf back to the original feature value range. In
this case, we invert (4) and use

f∗ = tf←x(xf ) = xf · (fmax − fmin) + fmin. (7)

Combining (3), (4), and (6), we obtain a generic (frozen)
feature augmentation as a function composition

af = tf←x ◦ ax ◦ tf→x. (8)

We now define three variations of af :
1. (Default) FroFA: We apply af (8) once across the en-

tire feature. We set Ca = Ct = C and compute fmin

and fmax in (5), (7) across all elements of f∗. Further,
as normally done in pixel space, ax (3) samples a ran-
dom augmentation value and changes all elements of xf

using the same value. For example, employing random
contrast in a FroFA fashion scales each element of xf

by the exact same randomly sampled factor.
2. Channel FroFA (cFroFA): For each channel in the

mapped features xf (5), ax (3) samples a random aug-
mentation value per channel and applies that value to all
elements in that channel (Ca = 1 while Ct = C). By
using cFroFA for our random contrast example, we ob-
tain C independently sampled scaling factors, one for
each channel.
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3. Channel2 FroFA (c2FroFA): In addition to applying
augmentations per channel (Ca = 1) as done in cFroFA,
tf→x (4) and tx←f (6) also operate per channel (Ct =
1), i.e., on f∗c (2). In this case, fmin and fmax are the
per-channel maximum and minimum, respectively. In
contrast, FroFA and cFroFA use the maximum and min-
imum across the entire feature. We denote this variant as
c2FroFA since both the mappings (4), (6) and the aug-
mentation (3) are applied on a per-channel basis. Al-
though not adding additional stochasticity, we found that
for random brightness this variant gives more stable re-
sults across a range of augmentation hyper parameters.

While an element-wise FroFA might seem like a natural
next step, our initial experiments lead to significantly worse
results. We hypothesize that per-element augmentations
might lead to substantial changes in the feature appearance.

4. Experimental Setup
In this section, we describe our experimental setup.

4.1. Network Architectures

We employ pretrained Ti/16 [64], B/16 [19], and L/16 [19]
vision transformers. Further, we follow Zhai et al. [73] and
use a lightweight multi-head attention pooling (MAP) [37]
before the final classification layer for training on top of
frozen features (cf . Sec. 3.3).

4.2. Datasets

Pretraining: We consider three pretraining datasets, i.e.,
JFT-3B [73], ImageNet-21k [17], and WebLI [6]. First in-
troduced by Hinton et al. [27], JFT is now a widely used
proprietary, large-scale dataset [6, 10, 14, 19, 32, 33, 61].
We use JFT-3B [73] which consists of nearly 3 billion multi-
labeled images following a class-hierarchy of 29,593 labels.
The images are annotated with noisy labels by using a semi-
automated pipeline. We follow common practice [16, 73]
and ignore the hierarchical aspect of the labels.

ImageNet-21k contains 14,197,122 (multi)-labeled im-
ages with 21,841 distinct labels. We equally split the first
51,200 images into a validation and test set and use the re-
maining 14,145,922 images for training.

Lastly, WebLI is a web-scale multilingual image-text
dataset for vision-language training. It encompasses text in
109 languages with 10 billion images and roughly 31 billion
image-text pairs.

Few-shot transfer learning: We investigate eight
datasets for few-shot transfer learning, i.e., ILSVRC-2012
[57], CIFAR10 [1], CIFAR100 [1], DMLab [3, 72], DTD
[11], Resisc45 [7], SUN397 [70, 71], and SVHN [47].

ILSVRC-2012, alias ‘ImageNet-1k’ or just ‘ImageNet’,
stems from ImageNet-21k and contains 1,281,167 training
images of 1,000 classes. We randomly sample 1-, 5-, 10-,

and 25-shot versions from the first 10% of the training set.
We further create additional disjoint sets by using the next
four 10% fractions of the training set. In addition, we follow
previous works [4] and create a ‘minival’ set using the last
1% (12,811 images) of the ILSVRC-2012 training set. The
‘minival’ set is used for hyperparameter tuning and design
decisions while the official ILSVRC-2012 validation set is
used as a test set. In summary, our setup consists of 1,000,
5,000, 10,000, or 25,000 training images, 12,811 validation
images (‘minival’), and 50,000 test images (‘validation’).

For the other seven datasets, we also select a training,
validation, and test split and create few-shot versions of the
respective training set. Similar to ILSVRC-2012, we use the
validation sets to tune hyperparameters and report final re-
sults on the test sets. A short description of each dataset and
more details can be found in the Supplementary, Sec. S2.1.

4.3. Data Augmentation

We reuse the set of augmentations first defined in AutoAug-
ment [12] and adopted in later works [13, 46]. In addition,
we consider a few other image augmentations [42, 62, 75].
We select five geometric augmentations, i.e., rotate, shear-
x, shear-y, translate-x, and translate-y; four crop & drop
augmentations, i.e., crop, resized crop, inception crop [62],
and patch dropout [42]; seven stylistic augmentations, i.e.,
brightness, contrast, equalize, invert, posterize, sharpness,
and solarize; and two other augmentations, i.e., JPEG and
mixup [75]. In Supplementary, Sec. S3.7, we also test two
additional augmentations.

In total, we end up with twenty distinct augmentations.
Note that all data augmentations incorporate random oper-
ations, e.g., a random shift in x- and y-direction (translate-
x and translate-y, respectively), a randomly selected set of
patches (patch dropout), a random additive value to each
feature (brightness), or a random mix of two features and
their respective classes (mixup). Please refer to the Sup-
plementary, Sec. S2.2, for more details. We focus on the
following set of experiments:
1. We investigate FroFA for all eighteen augmentations

(and two additional ones in Supplementary, Sec. S3.7).
2. For our top-performing FroFAs, namely, brightness,

contrast, and posterize, we incorporate additional
stochasticity using cFroFA and c2FroFA (cf . Sec. 3.3).

3. We investigate a sequential protocol where two of
the best three (c/c2)FroFA are arranged sequentially,
namely, brightness c2FroFA, contrast FroFA, and pos-
terize cFroFA. We test all six possible combinations.

4. Finally, we also apply variations of RandAugment [13]
and TrivialAugment [46] directly on top of cached
frozen features. More details and results can be found
in the Supplementary, Secs. S2.2 and S3.2, respectively.

In Supplementary, Sec. S3.6, we complement our study by
comparing our best FroFA to input data augmentations.
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4.4. Training & Evaluation Details

We describe some base settings for pretraining, few-shot
learning, and evaluation. Please refer to Supplementary,
Sec. S2.3 for more training details.

Pretraining: Models are pretrained on Big Vision1.
We re-use the Ti/16, B/16, and L/16 ViTs pretrained on JFT-
3B from Zhai et al. [73]. In addition, we pretrain Ti/16,
B/16, and L/16 ViTs on ImageNet-21k following the set-
tings described by Steiner et al. [60]. We further use a pre-
trained L/16 ViT image encoder stemming from a vision-
language model from Zhai et al. [74] which follows their
sigmoid language-image pretraining (SigLIP) on WebLI.

Few-shot transfer learning: Models are transferred us-
ing Scenic2 [15]. We train the lightweight MAP-based
head by sweeping across five batch sizes (32, 64, 128, 256,
and 512), four learning rates (0.01, 0.03, 0.06, and 0.1),
and five training step sizes (1,000; 2000; 4,000; 8,000; and
16,000). In total, we obtain 100 configurations for each
shot, but also investigate hyperparameter sensitivity on a
smaller sweep in Supplementary, Sec. S3.5. For our exper-
iments in Secs. 6 and 7, we also sweep four weight decay
settings (0.01, 0.001, 0.0001, and 0.0, i.e., ‘no weight de-
cay’), highlighted by a ‘wd’ superscript. We use the valida-
tion set for early stopping and to find the best setting across
the sweep. Our cached-feature setup (cf . Fig. 2) fits on a
single-host TPUv2 platform where our experiments run in
the order of minutes.

Evaluation: We report the top-1 accuracy across all our
few-shot datasets. Although we mainly report test perfor-
mance, we tune all hyperparameters and base all of our de-
sign decisions on the validation set.

4.5. Baseline Models

We establish two baselines: MAP and linear probe.

MAP: We first cache the N×C-shaped frozen features
from the last transformer block. Afterwards, we train a
lightweight MAP head (cf . Fig. 2) from scratch following
the training protocol in Sec. 4.4. We add a ‘wd’ superscript,
i.e., MAPwd, whenever we include the weight decay sweep.
For simplicity, the MAP head employs the same architec-
tural design as the underlying pretrained model.

Linear probe: We use cached 1 × C-shaped frozen
features from the pretrained MAP head to solve an L2-
regularized regression problem with a closed-form solution
[73]. We sweep the L2 decay factor using exponents of 2
ranging from −20 up to 10. This setting is our auxiliary
baseline.

1https://github.com/google-research/big_vision
2https://github.com/google-research/scenic

Baseline 1-shot 5-shot 10-shot 25-shot

MAP 57.9 78.8 80.9 83.2
Linear probe 66.5 79.6 81.5 82.4

Table 1. Baseline average top-1 accuracy on our ILSVRC-2012
test set. We use the JFT-3B L/16 base setup (cf . Sec. 5) and follow
the respective baseline setting (cf . Sec. 4.5). Each shot is sampled
five times. The best result per shot is boldfaced.

5. Finding the Optimal FroFA Setup
We focus our first investigations on an L/16 ViT pretrained
on JFT-3B, i.e., our largest model and largest pure im-
age classification pretraining dataset, followed by few-shot
transfer learning on subsets of the ILSVRC-2012 training
set, i.e., our largest few-shot transfer dataset. We will refer
to this setup as our JFT-3B L/16 base setup.

5.1. Baseline Performance

We first report the baseline performance in Tab. 1. We ob-
serve a large gap between MAP and linear probe on 1-shot
(−8.6% absolute) which significantly decreases on 5-, 10-,
and 25-shot settings to −0.8%, −0.6%, and +0.8% abso-
lute, respectively.

In the following, our main point of comparison is the
MAP baseline. This might be counter-intuitive since the
performance is worse than linear probe in most cases. How-
ever, the higher input dimensionality in the MAP-based set-
ting (cf . Sec. 4.5) gives us the option of input reshaping (cf .
Sec. 3.3) which opens up more room and variety for frozen
feature augmentations (FroFAs). Later in Sec. 6.3, we com-
pare the performance of our best FroFA to the linear probe.

5.2. Default FroFA

We now investigate the effect of adding a single FroFA to
the MAP baseline and start with the default FroFA formu-
lation. Recall that we only use a single randomly sampled
value per input (cf . Sec. 3.3). In Tab. 2, we report gains
w.r.t. the MAP baseline on eighteen distinct FroFAs, cat-
egorized into geometric, crop & drop, stylistic, and other.
In Supplementary, Sec. S3.7, we report on two additional
FroFAs.

Geometric: Interestingly, all geometric augmentations
consistently lead to worse performance across all settings.

Crop & drop: Applying a simple crop or a combination
of resizing and crop yield a significant performance boost in
the 1-shot setting of 3.0% and 1.9% absolute, respectively.
Patch dropout, on the other hand, provides modest gains in
the 1-shot regime. Dropping patches is directly related to
training efficiency, so we investigate this further. Fig. 3a
shows the top-1 accuracy on 1- and 25-shot as a function
of number of patches. Results across other shots are simi-
lar (cf . Supplementary, Sec. S3.1). Similar to observations
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1 57.9 −1.3 −0.6 −0.8 −1.2 −1.4 +3.0 +1.9 +0.0 +0.4 +4.8 +2.8 +1.0 +2.7 +3.7 −0.1 +1.0 −0.1 −1.4
5 78.8 −0.3 −0.2 −0.2 −0.3 −0.3 +0.0 −0.2 +0.0 +0.0 +1.1 +0.8 +0.5 −0.3 +0.8 +0.1 −0.1 −0.3 −0.3
10 80.9 −0.2 −0.1 −0.1 −0.2 −0.2 +0.0 −0.2 +0.0 +0.0 +0.6 +0.6 +0.4 +0.0 +0.6 +0.1 +0.0 −0.1 +0.2
25 83.2 −0.2 −0.1 −0.2 −0.1 −0.2 +0.0 −0.1 −0.1 +0.0 +0.1 +0.1 +0.0 −0.2 +0.0 +0.0 +0.0 +0.0 +0.1

Table 2. (Average) top-1 accuracy for default FroFA on our ILSVRC-2012 test set. Absolute gains to the MAP baseline are reported.
We use the JFT-3B L/16 base setup (cf . Sec. 5). In total, we investigate eighteen FroFAs, categorized into geometric, crop & drop, stylistic,
and other. We highlight deterioration by shades of red and improvement by shades of green . Each shot is sampled five times, except
for augmentations marked with ‘†’. Best three FroFAs are boldfaced.
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Figure 3. Average top-1 accuracy for FroFA variants on our ILSVRC-2012 test set. We use the JFT-3B L/16 base setup (cf . Sec. 5). We
sweep across a base sweep (cf . Sec. 4.4) to first find the best setting on our ILSVRC-2012 validation set for each FroFA operation point
(cf . Supplementary, Sec. S2.2). Shaded areas indicate standard errors collected via sampling each shot five times.

by Liu et al. [42] we can randomly drop a large fraction of
patches (>50%) without loosing performance. A key dif-
ference is that Liu et al. only investigated the effect in the
image space, while we provide evidence that patch dropout
also transfers to the feature space. Finally, inception crop
does not improve performance.

Stylistic: The largest gains can be observed when em-
ploying a stylistic FroFA, in particular brightness, contrast,
and posterize. We identified brightness as the best perform-
ing FroFA with absolute gains of 4.8% on 1-shot, 1.1% on
5-shot, and up to 0.6% on 10-shot.

Other: Neither JPEG nor mixup yield performance
gains but rather more or less worsen the performance.

5.3. Channel FroFA

We continue with channel FroFA (cFroFA) using three
stylistic augmentations: brightness, contrast, and posterize.
In Tab. 3, we report absolute gains w.r.t. the MAP base-
line and incorporate channel (c) and non-channel (-) vari-
ants. First, contrast cFroFA does not improve upon its non-
channel variant across all shots. Second, posterize cFroFA
improves performance on 1-shot from 3.7% to 5.9% while
maintaining performance on all other shots. Lastly, bright-
ness cFroFA significantly improves performance across all

Brightness Contrast Posterize
Shots MAP - c c2 - c - c

1 57.9 +4.8 +5.9 +6.1 +2.8 +2.5 +3.7 +5.9
5 78.8 +1.1 +1.5 +1.6 +0.8 +0.0 +0.8 +0.8
10 80.9 +0.6 +1.1 +0.9 +0.6 +0.0 +0.6 +0.5
25 83.2 +0.1 +0.4 +0.3 +0.1 −0.1 +0.0 +0.0

Table 3. Average top-1 accuracy for a selection of default (-)
and channel (c/c2) FroFA on our ILSVRC-2012 test set. Abso-
lute gains to the MAP baseline are reported. We use the JFT-3B
L/16 base setup (cf . Sec. 5). Each shot is sampled five times. The
best results per shot and FroFA are boldfaced (multiple ones if
close, i.e., ±0.2).

shots: 4.8% → 5.9% on 1-shot, 1.1% → 1.5% on 5-shot,
0.6% → 1.1% on 10-shot, and 0.1% → 0.4% on 25-shot.

Given the strong improvements for brightness cFroFA,
we further test brightness c2FroFA (c2 in Tab. 3). On a
first look, the c2FroFA variant performs comparable to the
cFroFA variant. In Fig. 3b, we report top-1 accuracy on 1-
and 25-shot as a function of the brightness level. Results
across other shots are similar and can be found in Supple-
mentary, Sec. S3.1. Now we clearly observe that bright-
ness cFroFA is more sensitive to the brightness level than
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brightness c2FroFA. In general, brightness cFroFA only
works well for small brightness levels (0.1 to 0.5), while its
c2FroFA counterpart performs better than the MAP baseline
across the board. We attribute the better sensitivity proper-
ties of brightness c2FroFA to the channel-wise mappings
(5), (7) on f∗c (2) since this is the only change compared
to cFroFA. We did not observe similar effects for posterize
when switching from cFroFA to c2FroFA.

5.4. Sequential FroFA

Finally, out of our best three augmentations, i.e., brightness
c2FroFA (Bc2), contrast FroFA (C), and posterize cFroFA
(Pc), we combine two of them sequentially (→) yielding six
combinations. In Tab. 4, we compare all six combinations
to our prior best (Bc2). On 1-shot, ‘Bc2→Pc’ significantly
outperforms ‘Bc2’, improving absolute gains from 6.1% to
7.7%, while maintaining performance on other shots. We
conclude that advanced FroFA protocols may further im-
prove performance. As an initial investigation, we applied
variations of RandAugment and TrivialAugment using our
best three FroFAs (cf . Tab. 3), however, with limited suc-
cess. We include results in the Supplementary, Sec. S3.2,
and leave a deeper investigation to future works.

6. Results on More Model Architectures and
Pretraining Datasets

How well does our best non-sequential FroFA strategy,
i.e., brightness c2FroFA, transfer across multiple architec-
ture and pretraining setups? We address this question in
Secs. 6.1 and 6.2 and explore FroFA on ILSVRC-2012
frozen features from Ti/16, B/16, and L/16 ViTs pretrained
on JFT-3B or ImageNet-21k, respectively. We further pro-
vide a comparison to linear probe in Sec. 6.3. Throughout
this section, we report results on ILSVRC-2012. Further,
in this section and Sec. 7, all MAP-based models employ a
weight decay sweep denoted as MAPwd (Sec. 4.4).

6.1. JFT-3B Pretraining

In Fig. 4a, we report improvements in top-1 accuracy w.r.t.
the MAPwd baseline for Ti/16, B/16, and L/16 ViTs pre-
trained on JFT-3B. Across all shots and all architectures
incorporating FroFA either maintains or improves perfor-
mance over the MAPwd baseline. On 1-shot, we further ob-
serve increasing improvements from FroFA on scaling the
architecture. With higher shots, the improvement over the
baseline becomes smaller. We attribute this to the already
strong baseline performance leaving lesser headroom for
improvements. We refer to the Supplementary, Sec. S3.3,
for the exact values.

6.2. ImageNet-21k Pretraining

In Fig. 4b, we again look at improvements in top-1 accu-
racy w.r.t. the MAPwd baseline for the same ViTs, but now

Shots MAP Bc2 B
c2
→

C

C
→

B
c2

B
c2
→

Pc

Pc
→

B
c2

C
→

Pc

Pc
→

C

1 57.9 +6.1 +4.0 +2.7 +7.7 +5.2 +5.0 +3.1
5 78.8 +1.6 +1.5 +0.2 +1.5 +0.4 +1.3 +0.0
10 80.9 +0.9 +1.2 +0.1 +1.0 +0.1 +0.9 +0.3
25 83.2 +0.3 +0.4 −0.7 +0.2 −0.5 +0.2 −0.4

Table 4. Average top-1 accuracy for a sequential FroFA pro-
tocol on our ILSVRC-2012 test set. Absolute gains to the MAP
baseline are reported. We use the JFT-3B L/16 base setup (cf .
Sec. 5). We combine the best settings of brightness c2FroFA
(Bc2), contrast FroFA (C), and posterize cFroFA (Pc) sequentially
(two at a time, order indicated by ‘↑’). Each shot is sampled five
times. The best results per shot are boldfaced (multiple ones if
close, i.e., ±0.2).

pretrained on ImageNet-21k. Consistent with our JFT-3B
results, the performance either maintains or improves over
the MAPwd baseline by incorporating FroFA and the im-
provements over the baseline become smaller with higher
shots. We further observe increasing improvements from
FroFA on scaling the architecture on 5- and 10-shot. We
refer to the Supplementary, Sec. S3.3, for the exact values.

6.3. Linear Probe Comparison

Finally, we revisit Figs. 4a and 4b, but now discuss gains
w.r.t. the linear probe baseline. We start with models pre-
trained on JFT-3B (cf . Fig. 4a). On 1-shot, we observe that
we lack behind linear probe but can close the gap by scal-
ing up the model size. On 5- to 25-shot, with the excep-
tion of Ti/16 on 5-shot, brightness c2FroFA significantly
outperforms the linear probe baseline. On ImageNet-21k
(cf . Fig. 4b), we observe even larger gaps to linear probe on
1-shot (up to −20% absolute). However, similar to results
on JFT-3B, performance on 5- to 25-shot improves signifi-
cantly over linear probe or at worst stays the same.

7. Results on More Few-Shot Datasets and
Vision-Language Pretraining

Our study so far explored FroFA on ILSVRC-2012 as a few-
shot dataset. In this section, we analyze FroFA on seven ad-
ditional few-shot datasets, i.e., CIFAR10, CIFAR100, DM-
Lab, DTD, Resisc45, SUN397, and SVHN. In Sec. 7.1, we
first use an L/16 ViT pretrained on JFT-3B for our analy-
sis. In Sec. 7.2, we extend this analysis with the L/16 ViT
image encoder of a vision-language model which was pre-
trained with sigmoid language-image pretraining (SigLIP)
[74] on WebLI.

7.1. JFT-3B Pretraining

In Tab. 5 (upper half), we report mean results over the seven
few-shot datasets using a JFT-3B L/16 ViT. Per dataset and
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Figure 4. Average top-1 accuracy of brightness c2FroFA combined with weight decay for JFT-3B (a) and ImageNet-21k (b) ViTs on
our ILSVRC-2012 test set trained on few-shotted ILSVRC-2012 training sets. Absolute gains to the weight-decayed MAP, i.e. MAPwd,
and L2-regularized linear probe baseline are reported. Each shot is sampled five times. An asterisk (*) indicates that statistical significance
is not given under a two-tailed t-test with 95% confidence for that particular ‘pretraining, shots, model, baseline’-setting (e.g., ‘JFT3-B,
10-shot, Ti/16, MAP’ or ‘ImageNet-21k, 25-shot, L/16, linear probe’).

Pretraining scheme Method 1-shot 5-shot 10-shot 25-shot

JFT-3B
MAPwd 49.5 65.8 68.3 74.1
Linear probe 49.1 62.7 65.7 68.8
MAPwd + FroFA 53.4 67.3 70.9 74.9

WebLI + SigLIP
MAPwd 45.9 67.7 71.8 75.1
Linear probe 49.1 65.0 69.3 72.6
MAPwd + FroFA 51.3 70.4 73.5 76.0

Table 5. Average top-1 accuracy of our best FroFA computed
across seven few-shot datasets using a JFT-3B or WebLI-SigLIP
L/16 ViT with weight decay. We report the mean across all test
sets and refer to Supplementary, Tabs. 11 and 12, for more details.
Per shot and dataset, the best result is boldfaced.

shot, top-1 accuracy and two-tailed t-tests with 95% confi-
dence are provided in Supplementary, Tab. 11. We compare
the MAPwd and linear probe baseline with MAPwd com-
bined with brightness c2FroFA (MAPwd + FroFA). Across
all shots, ‘MAPwd + FroFA’ yields the highest mean results,
surpassing the second-best approach (MAPwd) by 3.9%,
1.5%, 2.6%, and 0.8% absolute on 1-, 5-, 10-, and 25-shot,
respectively (cf . Fig. 1, left). Furthermore, Fig. 1 (left) re-
veals that while the gains to MAPwd diminish with higher
shots, the gains to linear probe actually increase and amount
to at least 4.0% absolute across all shots.

7.2. WebLI Vision-Language Pretraining

Given the strong performance with the JFT-3B L/16 ViT, we
finally ask: Does FroFA also transfer to ViTs with vision-
language pretraining?

To answer this question, we train ‘MAPwd’, ‘linear
probe’, and ‘MAPwd + FroFA’ using frozen features from
the L/16 ViT image encoder of a WebLI-SigLIP vision-
language model. In Tab. 5 (lower half), we report mean
results over the same seven few-shot datasets from before.
We again provide more detailed results and two-tailed t-
tests in Supplementary, Tab. 12. Across all shots, ‘MAPwd +
FroFA’ again yields the highest mean results, surpassing the
second-best approach on 1-shot (linear probe) by 2.2% ab-
solute and the second-best approach on 5-, 10-, and 25-shot
(MAPwd) by 2.7%, 1.7%, and 0.9% absolute, respectively
(cf . Fig. 1, right). In Fig. 1 (right), we observe that the gains
to both MAPwd and linear probe (neglecting 1-shot) dimin-
ish with higher shots. Overall, we can confirm that FroFA
also transfers to a ViT with vision-language pretraining.

8. Conclusion
We investigated twenty frozen feature augmentations
(FroFAs) for few-shot transfer learning along three axes:
model size, pretraining and transfer few-shot dataset. We
show that a training with FroFAs, in particular stylistic
ones, gives large improvements upon a representative
baseline across all shots. In addition, per-channel variants
further improve performance, e.g., by 1.6% absolute in
the ILSVRC-2012 5-shot setting. Finally, we show that
FroFA excels on smaller few-shot datasets. For exam-
ple, averaged results across seven few-shot tasks show
that training on cached frozen features from a JFT-3B
L/16 vision transformer with a per-channel variant of
brightness FroFA gives consistent gains of at least 4.0%
absolute upon linear probe across 1- to 25-shot settings.
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