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1 LTCI, Télécom-Paris, Institut Polytechnique de Paris
2 LIX, Ecole Polytechnique, CNRS, Institut Polytechnique de Paris, 3 University of Aberdeen

yasser.benigmim@telecom-paris.fr

Abstract

Domain Generalized Semantic Segmentation (DGSS)
deals with training a model on a labeled source domain
with the aim of generalizing to unseen domains during in-
ference. Existing DGSS methods typically effectuate robust
features by means of Domain Randomization (DR). Such an
approach is often limited as it can only account for style
diversification and not content. In this work, we take an
orthogonal approach to DGSS and propose to use an as-
sembly of CoLlaborative FOUndation models for Domain
Generalized Semantic Segmentation (CLOUDS). In detail,
CLOUDS is a framework that integrates Foundation Mod-
els of various kinds: (i) CLIP backbone for its robust feature
representation, (ii) Diffusion Model to diversify the con-
tent, thereby covering various modes of the possible tar-
get distribution, and (iii) Segment Anything Model (SAM)
for iteratively refining the predictions of the segmentation
model. Extensive experiments show that our CLOUDS ex-
cels in adapting from synthetic to real DGSS benchmarks
and under varying weather conditions, notably outperform-
ing prior methods by 5.6% and 6.7% on averaged mIoU, re-
spectively. Our code is available at https://github.
com/yasserben/CLOUDS

1. Introduction

Deep Neural Networks have showcased remarkable abil-
ity in scene understanding tasks like Semantic Segmenta-
tion (SS) [7, 70, 72], when the training and test distribu-
tion are the same. This dependency reveals a significant
vulnerability: their performance substantially diminishes
when encountering domain shifts [66], highlighting a fun-
damental challenge in generalizing these networks to un-
seen domains [43, 46, 61]. To address this, Domain Gen-
eralized Semantic Segmentation (DGSS) has gained promi-
nence [28, 31, 33, 82]. DGSS aims to develop models that
leverage a source-annotated dataset while remaining effec-

mIoU

Year

Traditional DGSS

Open-vocabulary (zero-shot)

DGSS with foundation models

Ours

FC-CLIP

CATSeg

HRDA

MoDify

DRPC

SHADE

ODISE

2019 2020 2021 2022 2023

60

50

40

55

45
FSDR

GTR
TLDR

Figure 1. Performance over time by various methods on the
GTA →{Cityscapes, BDD, Mapillary} benchmark. Recent open-
vocabulary approaches, like FC-CLIP, are shown to excel in zero-
shot learning and surpass traditional domain generalization meth-
ods trained in closed-set scenarios, challenging the relevance of
the DGSS setting. CLOUDS, by harnessing multiple foundation
models, demonstrates its ability to effectively utilize the source
dataset, thereby outperforming both conventional DGSS and open-
vocabulary methods.

tive across unseen domains, thus overcoming the limitations
of traditional DNNs in handling unseen environments.

Recently, the advent of large-scale pretrained models,
often referred to as Foundation Models (FMs) [2, 35, 56,
59, 67], have brought a paradigm shift in computer vi-
sion tasks. The FMs comprise of contrastively trained im-
age classification models (e.g., CLIP [56], ALIGN [30]),
text-conditioned generative models (e.g., Stable Diffusion
[59], DALL-E [57]), vision transformer-based segmenta-
tion model trained on mammoth dataset (e.g., Segment
Anything Model (SAM) [35]), to name a few. Of par-
ticular interest to SS, SAM is a promptable segmenta-
tion model that accepts as input an image and geometric
prompts (points, scribbles, boxes, masks) and outputs class-
agnostic masks. Owing to its pre-training on billion-scale
dataset [35], SAM has demonstrated excellent performance
on varied out-of-distribution tasks namely, medical imaging
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(a) Input image (b) SHADE [82] (c) SAM [35] (d) GroundingSAM [35, 41] (e) CLOUDS (Ours)

Figure 2. Qualitative comparison at inference: (a) Input image, (b) SHADE, a traditional style diversification DGSS method, (c) SAM,
a foundation model that predicts precise class-agnostic maps, (d) GroundingSAM that leverages SAM and text-prompts to output semantic
maps, and (d) Our proposed CLOUDS that leverages an assembly of foundation models to predict high-quality semantic maps.

[22, 44, 71], crater detection [19], and so on. In summary,
large-scale pre-training holds promise for DGSS as robust-
ness is greatly improved when a model is trained on large
datasets that cover various possible distributions [79].

While the FMs present an excellent solution for address-
ing DGSS, they have not been adopted so far in the lit-
erature. A great majority of DGSS methods rely on the
technique of Domain Randomization (DR) [55, 68, 74, 82],
where the goal is to diversify the labeled source domain im-
ages by photometric and geometric image transformations.
Examples of such transformations include style diversifi-
cation [82, 83], adversarial style augmentation [83], and
difficulty-aware photometric augmentations [31], among
others [33, 78]. Albeit effective to some extent, these tech-
niques can not bring content augmentation, resulting in
sub-optimal performance (see Fig. 2b). Moreover, adopt-
ing SAM for the task of DGSS is not straightforward as
it outputs class-agnostic masks, making it unsuitable for
DGSS (see Fig. 2c). While there are recent works, such
as Grounding-SAM [35, 41], that equip SAM with seman-
tic predictions, it misses out on several important objects
(e.g., “poles”) and stuff classes (e.g., “tree”, “sidewalk”)
(Fig. 2d). The lack of semantic awareness can be attributed
to ambiguous text prompts or poor vision and text align-
ment. These results indicate that DGSS is far from solved
and accommodating FMs in DGSS is an open question.

Driven by the motivation of narrowing down the re-
search gap, in this work we propose to amalgamate an as-
sembly of FMs into a cohesive system to address DGSS.
In detail, we propose to exploit: (i) strong representations
of contrastive FMs, (ii) diverse content augmentation us-
ing generative FMs, and (iii) near accurate class-agnostic
mask prediction of SAM and turn them into semantic pre-
dictions. Concretely, for the segmentation network we use
CLIP [56] as a backbone, serving as a robust feature ex-
tractor. To introduce content diversification, we generate
synthetic images using a combination of Large Language
Models (LLMs) [67] and text-to-image Diffusion Model
(DM) [59]. The LLM generates task-aware diverse textual
prompts which then guide the DM in producing photoreal-
istic synthetic images. Since the generated images are un-
labeled, we employ self-training strategy [24, 80, 84, 85]
where we use the pseudo labels from the teacher network

to train the student model. However, as the pseudo labels
from the teacher can be noisy, we leverage SAM’s excellent
class-agnostic mask predictions to refine the pseudo labels.
As shown in Fig. 2e, the pseudo-label refinement greatly
assists in improving the reliability of self-training.

In summary, in this work we make the following con-
tributions: (i) We highlight for the first time in DGSS the
importance of content diversification, which is more ef-
fective than traditional DGSS methods relying on style di-
versification; (ii) We propose CLOUDS, a system of col-
laborative Foundation models for DGSS. We run exten-
sive experiments on several DGSS benchmarks and demon-
strate its effectiveness. As shown in Fig. 1, our FM-based
DGSS method outperforms the traditional DGSS and open-
vocabulary segmentation models by a non-trivial margin.

2. Related Works

Domain Generalization (DG). DG focuses on training
models robust against domain shift [47, 69]. In the field
of Domain Generalized Semantic Segmentation (DGSS),
methods can be classified into two main categories. The
first involves integrating tailor-made modules and transfor-
mations to explicitly eliminate domain-specific features [12,
50, 51, 53], such as IBN-Net [50] that uses instance normal-
ization blocks and ISW [12] that applies whitening trans-
formations. The second category relies on Domain Ran-
domization (DR) by diversifying image styles [31, 52, 65,
81, 82]. SHADE [82] generates new styles from basis
styles of the source domain, and MoDify [31] leverages
difficulty-aware photometric augmentations. HRDA [26],
designed for Unsupervised Domain Adaptation [25], shows
remarkable performance in DGSS, combining the VIT-
based model [17] and multiple training strategies for SS.
While our approach aligns with DR, it differs in two as-
pects: (i) CLOUDS emphasizes data generation over styl-
ization for greater diversification, and (ii) the use of gener-
ated data enables the introduction of a self-training strategy
which, to our knowledge, has never been used for DGSS.

Foundation Models for Segmentation. Foundation
models [2, 35, 56, 59] have recently garnered significant
interest, and their application across a wide range of
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downstream tasks constitutes an active area of research.
Diffusion Models (DM), a key type among generative mod-
els [4, 14, 59, 67], stand out in producing photorealistic
images, thereby enhancing synthetic dataset generation and
boosting vision task performance [1, 49, 63]. Yet, this ap-
proach remains underexplored in DGSS, a gap our paper
aims to address. Diffusion models have also been effec-
tively used for discriminative tasks [20, 32, 73]. In particu-
lar, the U-Net architecture [40] of these models, known for
its rich and robust image representation, is particularly well
suited for pixel-level prediction tasks like semantic segmen-
tation. ODISE [73], for instance, adopts this approach for
open-vocabulary semantic segmentation. The study closely
related to ours [20] investigates both DGSS and test-time
domain adaptation using a diffusion-based backbone.
CLIP also offers robust feature representations and image-
text alignment, which have been instrumental in various vi-
sion applications [10, 11, 16, 20, 73, 77]. CLIP has emerged
as a crucial component in open-vocabulary segmentation
models which segment unseen classes via the introduction
of a masked self-distillation mechanism[16] or a novel cost
aggregation layer [11]. Drawing inspiration from this suc-
cess, our work employs a CNN-based [37] CLIP backbone,
as recommended in [77].
Segment Anything Model (SAM) [35], a prominent vision
foundation model, is trained for promptable segmentation
tasks. SAM excels in producing high-quality masks for any
segmentation prompt. Various studies [6, 35, 38, 41] have
proposed solutions to address SAM’s primary limitation of
generating class-agnostic outputs. One notable approach is
GroundingSAM [35, 41], which synergizes an open-set ob-
ject detector with SAM to yield labeled masks. In contrast,
our work proposes leveraging SAM to enhance pseudo la-
bels derived from a generated dataset.

Large Language Models. LLMs have also impacted
computer vision in many ways [3, 45, 75]. For instance,
CuPL [54] leverages the knowledge of GPT-3 [4] to gener-
ate rich text descriptions which are prompted to CLIP and
improve performance on the zero-shot image classification
task. In CLOUDS, we use an LLM to increase diversity
in the textual prompts conditioning the generation of im-
ages using a diffusion model, offering a notably more cost-
effective approach than collecting and curating real data.

3. Collaborating Foundation Models

The goal of Domain Generalized Semantic Segmentation
(DGSS) is to train a segmentation model g ◦ f , where f
corresponds to the feature extractor and g the decoder, on
a source domain S such that it can generalize to any un-
seen domain T that follows a different distribution. We
assume having access only to a labeled source domain

S={(xS
i , ySi )}N

S

i=1 of size NS where xS
i ∈ RH·W ·3 repre-

sents an RGB source image and yS
i ∈ {0, 1}H·W ·C the cor-

responding one-hot encoded ground-truth label. The pro-
posed approach shown in Fig. 3, leverages the power of es-
tablished foundation models to advance on DGSS.

Overview: CLOUDS uses a CNN-based CLIP backbone,
harnessing its capability to extract robust features (Sec-
tion 3.1). To enable Domain Randomization (DR) with con-
tent diversity, we employ a text-to-image diffusion model,
which generates photo-realistic images while being condi-
tioned on textual prompts which are also generated using
a Large Language Model to broaden the diversity of gen-
erated images used for self-training (Section 3.2). Lastly,
the predicted pseudo labels are refined with the help of the
Segment-Anything Model (SAM) in a student-teacher fash-
ion (Section 3.3). This collaborative strategy aims to fortify
the model’s generalizability across diverse domains.

3.1. CLIP-based Student-Teacher Network

The segmentation model is composed of an encoder E and
a decoder D. For the encoder E, we use a CNN-based
CLIP instead of a ViT-based one, as it has been demon-
strated in [77] that it produces better semantic features, and
performs better on high-resolution images for semantic seg-
mentation. For the decoder D, we employ the one from
Mask2Former [9], a refined version of MaskFormer [8].
This model redefines the task of semantic segmentation by
treating it as mask classification. It achieves this by dissoci-
ating the division of the image into regions from their sub-
sequent classification, thereby stepping aside from the con-
ventional per-pixel classification in semantic segmentation
The decoder comprises two components: a pixel decoder,
and a transformer decoder, which perform mask prediction
and classification. More details about the architecture can
be found in [9].

Training procedure: We initially train our model on the
labeled source dataset S, while keeping the backbone f
frozen as this offers: Firstly, it leads to faster and more effi-
cient training. Secondly, it leverages pre-established, robust
feature representations which ensure a better generalization
while not overfitting on the source domain. Lastly, it pre-
serves the image-text-aligned representations.
Thus, we only optimize the model’s decoder and employ the
loss function used in Mask2Former, which is composed of
two parts: a mask loss Lmask and a classification loss Lcls.
The mask loss Lmask is defined as a linear combination of
binary cross-entropy and dice losses. The total supervised
loss for the source domain, denoted as LS , is formulated as:

LS = Lmask + λclsLcls , (1)

where λcls is a factor balancing the two loss components.
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"I want a list..."

A photo of a busy road in daylight...
A picture of a tall building in...
A snapshot of a pedestrian crossing...
A photo of a lone tree on the...
A picture of a traffic jam during...
A photo of a person riding a bicycle...
A snapshot of a city street with...
A picture of a person walking a...
A photo of a busy intersection with...
A picture of a parked car on...
A snapshot of a group of people...
A photo of a fire hydrant on...

...

Data
Aug.

CLIP
Image Encoder Decoder

EMA Segment Anything
Model (SAM)

LLM

Teacher

Text-to-image
Diffusion Model

Data 
Generation

PL-Refinement Source Training 

Pseudo-label
PL-to-Prompt

Figure 3. Training pipeline of CLOUDS: The model integrates a CLIP image encoder with a MaskFormer decoder (Sec. 3.1). Our
domain randomization strategy is based on a data generalization module (Sec. 3.2) that combines a Large Language Model (LLM) with
a text-to-image diffusion model to generate a varied dataset, representative of potential target datasets. This data is then employed in
a Self-Training framework (Sec. 3.3), where initial pseudo labels (PL) prompt the Segment Anything Model (SAM) for refined pseudo
labels, thereby fortifying the decoder’s robustness.

Self-Training: The generated data are leveraged via a
self-training strategy that trains the model using its own pre-
dictions, referred to as pseudo labels. The pseudo labels are
continuously updated during the training process, allowing
them to evolve and become more accurate as the model’s
predictions improve. Specifically, our approach employs a
student-teacher framework to ensure training stability. The
encoder remains frozen, which means our student-teacher
framework only involves the decoder. The decoder D (Sec-
tion 3.1) assumes the student’s role. Concurrently, the
teacher network DT is derived from the Exponential Mov-
ing Average (EMA) of the student’s parameters, as in [26].
The update rule for the teacher’s parameters θT is:

θ′T ← αθT + (1− α)θ , (2)

where θ represents the student’s parameters, and α is the
factor controlling the teacher’s momentum. Following [26],
data augmentation is applied to the student branch to en-
hance the robustness of the student decoder. Meanwhile,
the teacher branch receives the original images, facilitating
the generation of more reliable pseudo labels.

3.2. Domain Randomization with Generative FMs

We use text-conditioned DMs for generating images and
leverage LLMs for creating the text-prompts.

Diffusion models: To achieve domain randomization
with high content diversity, we leverage a pretrained text-
conditional diffusion model, as it excels in generating pho-
torealistic images. Specifically, we employ the latent dif-
fusion model [59] Stable Diffusion trained on LAION-
5B [64]. We provide the model with textual prompts de-
scribing scenes relevant to potential future target domains.

In our experiments, we focus on prompts depicting urban
street scenes, aligning with our benchmark scenarios. Note,
this is in line with real-world scenarios, where we may not
know the exact test environment, but we know the generic
deployment setup (e.g. indoor, outdoor, or driving settings).
To obtain diverse prompts without effort, we rely on a LLM.

LLM for diversifying prompts: Given their semantic di-
versity capabilities, we leverage LLMs (Llama-2 [67]), to
enrich prompts for image generation. Specifically, we em-
ploy an LLM to both create a wide range of synonyms for
predefined class names and increase the semantic compo-
sitionality of the scene by varying descriptions of environ-
mental factors such as lighting and weather conditions. Our
goal is to generate prompts formatted as ‘a photo of X in
Z’, where ‘X’ represents any class name from our source
dataset or its synonym, and ‘Z’ encompasses any contex-
tual information describing the environment. This leverages
prior knowledge of LLMs, which possess an understanding
of the contexts in which objects typically appear. Thus, we
employ the LLM to enable the creation of synthetic target
data, mirroring plausible future target environments.

To obtain such prompts, we prompt the LLM with the
following text: I want a list of prompts that can be used
by an image generation model to generate synthetic images
[...] The prompt should strictly follow this template: “a
photo of X in Z” where X contains one or multiple class
names within C [...]. Can you provide 100 diverse and sim-
ple prompts. Where C is replaced by the list of all the class
names of our source dataset.

3.3. Pseudo Label refinement using FMs

The pseudo labels generated by the teacher decoder demon-
strate prediction inaccuracies. For their refinement, we use
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SAM×C

Figure 4. Pseudo Label refinement with SAM. We extract binary
masks from the predicted segmentation. After labeling connected
components and filtering noisy ones, we select random points
within each binary mask. These points, along with the correspond-
ing RGB images, are then used to prompt SAM, enabling the gen-
eration of more accurate segmentation maps

SAM [35], capable of generating multiple detailed masks
for any image within a zero-shot framework. SAM, origi-
nally trained for promptable segmentation, is adapted to our
task through the use of point-based prompting (Fig. 4).

Specifically, we adopt the following methodology:
Given a generated image x, we sequentially derive its
pseudo labels using the CLIP encoder and the teacher de-
coder p = DT (E(x)). These pseudo labels are assembled
into C class-specific binary masks mi, 1 ≤ i ≤ C, each
representing one of the predefined classes. For each class i,
the mask mi might encompass multiple objects, as they are
not differentiated by instances. To resolve this, we apply
the Hoshen–Kopelman algorithm, known for its efficiency
in labeling connected components in masks [23]. Conse-
quently, for every class i segmented in the image, we obtain
Mi distinct binary masks. Additionally, to further refine the
pseudo labels, a filtering process is implemented to remove
regions falling below a set size threshold.

Then, we randomly select points within each binary
mask, utilizing these points to prompt SAM. For each set
of points, SAM provides an enhanced binary mask. The
final enhanced pseudo label map is obtained by aggregat-
ing all the predicted objects across all classes. SAM may
predict overlapping masks for points from different classes.
In such instances, the intersecting pixels are categorized as
an “unlabeled” class to prevent the student model’s training
with erroneous pseudo labels.

The Student model is then trained using these refined
pseudo labels. The self-training loss Lst for generated im-
ages is the same as the source loss LS of the source dataset.

4. Experiments
4.1. Experimental Setups

Datasets: To evaluate the model’s adaptability to new en-
vironments, we train on a single source domain and test
on multiple unseen domains. We assess two scenarios: (a)
Synthetic-to-Real domain generalization, where we rely on

GTA [58], which comprises 24,966 images at a resolution of
1914×1052, and SYNTHIA [60] which contains 9,400 im-
ages at a resolution of 1280×760. In the real-world domain,
we use Cityscapes [13], featuring 2,975 training images and
500 validation images at a resolution of 2048×1024. We
also consider BDD [76] which involves 1,000 validation im-
ages at a resolution of 1280×720, and Mapillary [48] includ-
ing 2,000 validation images across diverse resolutions. For
brevity, we denote ‘C’ for Cityscapes, ‘B’ for BDD100K,
and ‘M’ for Mapillary. (b) Clear-to-adverse weather sce-
narios, where we incorporate the ACDC dataset [62] con-
taining 406 validation images of 1920×1080 resolution.

Implementation details: The network is trained for 40K
iterations on GTA alone for initial reliable pseudo labels
and an additional 40K iterations on both GTA and the gen-
erated dataset. On SYNTHIA, a smaller dataset, each step
consists of 30K iterations. For Cityscapes, an even smaller
dataset, we use 10K iterations for each step. The learning
rate is lr = 1× 10−4 for Cityscapes and lr = 1× 10−5 for
GTA5 and SYNTHIA and the batch size is 8. For other hy-
perparameters, we follow Mask2Former [9], using the same
loss functions with AdamW [34] optimizer with a decay of
0.05. We use a random scaling in the range of [0.5,2.0] and
random cropping of 768×768 size, and then we apply data
augmentation (random flipping, color jittering). Our as-
sessment involves ResNet-50 [21] and ResNet-101 [21] en-
coders pretrained on both ImageNet [15] and WIT [56] from
OpenAI.1 We also use a ConvNext-Large encoder[42, 56]
pretrained on the LAION-2B [64] from OpenCLIP [29].
For the decoder, we use the one from Mask2Former [9].

Evaluation protocol: We measure model performance us-
ing the mean Intersection over Union (mIoU). For GTA,
mIoU is computed across 19 classes; for SYNTHIA, we
report mIoU for 16 shared classes with Cityscapes, BDD,
and Mapillary. We consistently evaluate the model’s mIoU
using the final trained model across all experiments.

4.2. State-of-the-art comparison

We compare CLOUDS against both DGSS methods and
methods based on FMs. We first describe the compared
methods and then report and analyze the mIoU results in
two settings: training on GTA and SYNTHIA, when the
target domains are Cityscapes, BDD100K, and Mapillary.
Similar to prior work in DGSS [31, 33, 82], we assess the
performance using ResNet-50, ResNet-101, and MiT-B5.
We also extend our evaluation to include ConvNext-Large.

Compared Methods: For traditional DGSS, we include
all leading DGSS methods: IBN-Net [50], ISW [12],
SHADE [82], TLDR [33] and MoDify [31]. We also com-

1https://github.com/openai/CLIP
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Method Encoder Pre-training Training
Target Domains (mIoU in %)

Avg.
Cityscapes BDD100K Mapillary

IBN-Net [50]

ResNet-50 ImageNet GTA5

33.9 32.3 37.8 34.6
ISW [12] 36.6 35.2 40.3 37.4
SHADE [82] 44.7 39.3 43.3 42.4
TLDR [33] 46.5 42.6 46.2 45.1
MoDify [31] 45.7 40.1 46.2 44.0
CLOUDS (Ours) WIT† 54.6 46.7 58.6 53.3
IBN-Net [50]

ResNet-101 ImageNet GTA5

37.4 34.2 36.8 36.1
ISW [12] 37.2 33.4 35.6 35.4
SHADE [82] 46.6 43.7 45.5 45.3
TLDR [33] 47.6 44.9 48.8 47.1
MoDify [31] 48.8 44.2 47.5 46.8
HRDA * [26] 39.6 38.7 42.2 40.1
CLOUDS (Ours) 50.6 44.8 56.6 50.7
CLOUDS (Ours) WIT† 55.7 49.3 59.0 54.7
HRDA [26]

MiT-B5 ImageNet GTA5
57.4 49.1 61.1 55.9

D
om

ai
n

G
en

er
al

iz
at

io
n

CLOUDS (Ours) 58.1 53.8 62.3 58.1

PTDiffSeg [20] Diffusion LAION-5B GTA5 52.0 – – –
Grounding-SAM [35, 41] ViT-H SA-1B – 43.5 39.4 48.4 43.8
CAT-Seg [11] ViT-G/14

LAION-2B

COCO-Stuff [5] 45.0 47.6 51.8 48.2
ODISE [73] Diffusion COCO Panoptic [39] 53.8 53.6 59.1 55.5
FC-CLIP [77] ConvNeXt-L COCO Panoptic [39] 56.2 54.2 60.6 57.0
FC-CLIP * [77] ConvNeXt-L GTA5 53.6 47.6 57.4 52.9

Fo
un

da
tio

n
M

od
el

s

CLOUDS (Ours) ConvNext-L GTA5 60.2 57.4 67.0 61.5

Table 1. Comparison with state of the art on GTA → {Cityscapes, BDD, Mapillary} with leading DGSS methods and foundation models.
∗ denotes experiment obtained using the official code. † denotes Web Image-Text dataset used to train CLIP model from OpenAI.

pare against HRDA [26], initially designed for Unsuper-
vised Domain Adaptation and adjusted for DGSS in [25].

For Foundation models, we compare against three cate-
gories: (i) SAM-based [35] (GroundingSAM [35, 41]), (ii)
CLIP-based[56] (FC-CLIP[77], CATSeg [11] ), and (iii)
Diffusion-based[59] (ODISE[73], PTDiffSeg [20]) meth-
ods. (i) For SAM-based methods, GroundingSAM merges
SAM’s segmentation power with the GroundingDINO
open-set object detector that uses text prompts to predict
bounding boxes. SAM encodes these boxes to predict their
corresponding semantic mask. (ii) For CLIP-based meth-
ods, FC-CLIP uses a frozen CNN-based backbone to extract
semantic features for both mask generation and CLIP clas-
sification. CAT-Seg uses cost aggregation to finetune CLIP
image embeddings for better generalization and robustness
to unseen domains. (iii) For Diffusion-based methods, PT-
DiffSeg [20] is tailored for DGSS and uses the feature repre-
sentations of a diffusion model for semantic segmentation.
We present results only on Cityscapes, as the paper does not
report results on other datasets and the code is not available.
While ODISE (55.5%) falls into this category, we note that

during inference, to improve its performance it uses CLIP.

GTA as source domain: Table 1 reports the results when
benchmarking GTA→{C, B, M}. Overall, we observe that
CLOUDS outperforms both all DGSS methods and FM-
based methods for all types of encoders and pre-training
setups. For traditional DGSS methods, when using ResNet-
50, CLOUDS achieves 53.3%, i.e. +8.1% compared to the
second competitor MoDify, whereas with ResNet-101, it
reaches 54.7%, improving the benchmark by +7.6%. When
using ConvNext-L, CLOUDS achieves 61.5%, outperform-
ing the previously strongest DGSS model HRDA (55.9%)
by +5.5%. Additionally, CLOUDS notably outperforms
HRDA by 10% when using ResNet-101 as backbone and
by 3% when using MiT-B5 [72]. These results show that
our method efficiently leverages several FMs, leading to im-
proved features and enhanced training.
Furthermore, CLOUDS consistently outperforms all meth-
ods based on FMs, on all three datasets, achieving an av-
erage mIoU of 61.5%. GroundingSAM alongside open-
vocabulary methods (ODISE, FC-CLIP, and CAT-Seg) face
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a significant limitation due to their reliance on text prompts,
which leads to ambiguity when it comes to segmenting
classes that can hardly be described with words only (e.g.,
classes ”pole” and ”terrain”). Text prompts alone fall short
in fully capturing all visual elements, particularly in com-
plex scenes like autonomous driving, as the same class may
cover diverse objects with different characteristics. Instead,
CLOUDS leverages image data by training on the source
domain and harnessing visual cues that are essential for ac-
curately segmenting these complex classes.

Method Encoder C B M Avg

DRPC [78]

ResNet-50

35.7 31.5 32.7 33.3
SAN-SAW [53] 38.9 35.2 34.5 36.2
MoDify [31] 38.9 33.7 36.2 36.3
TLDR [33] 41.9 34.4 36.8 37.7
CLOUDS (Ours) 46.1 37.6 48.1 43.9

DRPC [78]

ResNet-101

37.6 34.4 34.1 35.3
GTR [52] 39.7 35.3 36.4 37.1
FSDR [27] 40.8 37.4 39.6 39.3
SAN-SAW [53] 40.9 36.0 37.3 38.0
TLDR [33] 42.6 35.5 37.5 38.5
HRDA * [26] 34.9 25.0 34.0 31.3
MoDify [31] 43.4 39.5 42.3 41.7
CLOUDS (Ours) 49.1 40.3 50.1 46.5

HRDA * [26]
MiT-B5

39.6 32.6 40.0 37.4
CLOUDS (Ours) 42.2 38.3 43.6 41.4

FC-CLIP * [77]
ConvNext-L

38.0 29.9 39.0 35.6
CLOUDS (Ours) 53.4 47.0 55.8 52.1

Table 2. Comparison with state-of-the-art methods for DGSS on
Synthia → {Cityscapes (C), BDD (B), Mapillary (M)}. * denotes
experiment obtained using the official code

SYNTHIA as source domain: In Table 2, we address
the setting SYNTHIA → {C, B, M}. CLOUDS achieves
43.9% using ResNet-50 and outperforms the previously
leading method (TLDR) by +6.2%. When using ResNet-
101, CLOUDS achieves 46.5% and improves the previously
best method (MoDify) by +4.8%. Moreover, CLOUDS
outperforms HRDA with MiT-B5 backbone by +4%. When
using ConvNext-L we obtain the best results, i.e. 52.1%
mIoU, outperforming FC-CLIP by a large margin.

Comparison with zero-shot Domain Adaptation: Zero-
shot Domain Adaptation assumes having access to the an-
notated source domain and a domain description of the tar-
get using natural language, in the form of a text prompt. The
task of prompt-driven zero-shot domain adaptation was in-
troduced by PØDA[18], a method that harnesses CLIP’s ro-
bust feature representations. It adjusts source feature statis-
tics to align with the target domain, guided by natural lan-
guage domain prompts. To ensure a fair comparison with
PØDA [18], we employed the same ResNet-50 backbone

Method Encoder Night Snow Rain

CLIPStyler [36]
ResNet-50

21.3 41.0 38.7
PODA [18] 25.0 43.9 42.3
CLOUDS (Ours) 29.4 52.1 49.7

CLOUDS (Ours) ResNet-101 33.0 51.3 53.4
ConvNext-L 45.1 65.3 64.4

Table 3. Comparison with zero-shot Domain Adaptation methods.
evaluation on ACDC dataset.

pretrained on CLIP. The results in Table 3 demonstrate that
our method consistently outperforms PØDA, achieving im-
provements of +4.4%, +8.2% and +7.4% across three sce-
narios: day → night, clear → snow and clear → rain, re-
spectively. We also provide results using ResNet-101 pre-
trained on CLIP and ConvNext-L on LAION-2B.

4.3. Ablation studies

We ablate the various components of CLOUDS. We focus
our evaluation on the setting GTA→ {C, B, M}.

Backbone CLIP {LLM, Diffusion} SAM Avg

ResNet-50
✓ 50.0
✓ ✓ 50.7
✓ ✓ ✓ 53.3

ResNet-101
✓ 51.9
✓ ✓ 53.3
✓ ✓ ✓ 54.7

ConvNext-L
✓ 58.5
✓ ✓ 58.6
✓ ✓ ✓ 61.5

Table 4. Ablation of the key components of CLOUDS on GTA →
{Cityscapes, BDD, Mapillary} using three different backbones.

Effect of each Foundation model: We investigate the
impact of integrating various FMs on the performance of
DGSS. Table 4 reports the results, i.e., average mIoU across
three diverse datasets: C, B, and M. Notably, employing
CLIP as a standalone feature extractor with various back-
bones, including ResNet-50, ResNet-101 and ConvNext-
L, yields state-of-the-art results, reaching an average mIoU
of 50.0%, 51.9% and 58.5%, respectively. This impres-
sive performance underscores CLIP’s rich feature represen-
tation, hence leading to robustness in handling unseen en-
vironments. Including the diffusion model conditioned by
the LLM-generated prompt brings marginal improvements
with ConvNext-L and ResNet-50 backbones. This can be
attributed to the noise in the pseudo labels predicted by
the Teacher model, which comes from the domain shift in
the generated images produced by the text-to-image model,
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Figure 5. Effect of generated dataset size on mIoU. Experiments
performed on GTA → {Cityscapes, BDD, Mapillary}.

thus posing difficulties in self-training. Adding SAM leads
to the largest performance gains, i.e. approx. +3% in mIoU
for all models. This affirms the critical role of SAM in re-
fining pseudo labels and enhancing their accuracy before
using them in supervision. This gain is evident in all back-
bones, highlighting SAM’s effectiveness in addressing the
challenges of self-training.

Effect of Scaling: Here, we examine the impact of the
generated dataset size on the performance. Figure 5 shows
that increasing the size of the generated dataset improves
the mIoU significantly (up to +3%) up approximately 5K
images, where a plateau is reached. Therefore, in our ex-
periments, we use a dataset size of 5000 images.
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Figure 6. Ablation Study on SAM Prompting: This study exam-
ines the effects of varying the number of sampled points and the
threshold used to separate connected components.

Prompting SAM: We examine how various prompts used
in SAM affect the performance, Fig. 6 reports the results.
The left barplot displays the impact of varying the number
of points used to prompt SAM for predicting masks. In-
creasing them leads to a decrease in mIoU. This is most
likely due to the noise in pseudo labels and the possibility
of points being placed on different objects on the image, re-
sulting in less accurate masks, which leads to noisy pseudo
labels. The right barplot illustrates the relationship between

the threshold size used in the Hoshen–Kopelman algorithm
(which separates the connected components of the binary
mask) and the performance of our model. A higher thresh-
old helps eliminate small regions that might be incorrectly
identified as objects belonging to a certain class, thereby en-
hancing the precision of the pseudo labels. Therefore, the
model’s performance improves.

Backbone Cityscapes BDD100K Mapillary Avg.

Trainable 58.6 53.0 62.8 58.1
Frozen 60.2 57.4 67.0 61.5

Table 5. Impact of fine-tuning CLIP on the performance.

Fine-tuning the CLIP encoder: Here, we examine the im-
pact of fine-tuning CLIP on the performance. Table 5 re-
ports the results. We observe that keeping the backbone
frozen during training, our method effectively retains the
encoder’s ability to generalize and perform well in unseen
environments. Contrarily, finetuning the CLIP encoder re-
sulted in poorer performance, likely due to overfitting on
the source domain, which consequently led to diminished
generalization capabilities on the target domains.

5. Conclusion

In this work, we proposed CLOUDS, a novel approach to
Domain Generalized Semantic Segmentation that uniquely
integrates various Foundation Models in a collaborative
manner. By leveraging the robust features of CLIP to un-
seen domains and the content diversification capabilities of
diffusion models, enriched by LLM-generated text prompts,
and employing the ability of SAM to enhance pseudo la-
bels for self-training, we effectively address key challenges
in DGSS. Our approach introduces a self-training strategy
using generated data. Through extensive experimentation,
CLOUDS demonstrates superior performance over tradi-
tional DGSS and open-vocabulary segmentation models on
various benchmarks, marking a significant advancement in
the field. This work not only bridges a crucial research gap
but also establishes a new standard for robustness and adapt-
ability in semantic segmentation across diverse domains in
the era of Foundation Models.
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